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PROCEEDINGS
[Convened at 8:39 a.m.]

Ms. Levin: Good morning. The Department of
Homeland Security Privacy Office is pleased to welcome you
to our workshop, “Implementing Privacy Protections in
Government Data Mining.” 1 especially want to thank all of
you who have traveled from far, and 1 understand a number
of you had delays yesterday as the result of the storm, but
hopefully everyone who wanted to attend has been able to
make it.

My name is Toby Levin, 1°m Senior Advisor in the
DHS Privacy Office, and 1°m co-coordinator with my
colleague, Martha Landesberg, who you’ll meet shortly, for
this workshop.

Before 1 introduce our welcoming speakers, 1 have
Just a few housekeeping announcements to make. First, you
should have a packet for the workshop which includes the
agenda and the bios -- we will not be doing biographical
introductions -- as well as copies of some of the key
slides from the presentations that you’ll be seeing for
today and tomorrow. We will post a transcript of the

workshop on our workshop website at www.dhs.gov/privacy,
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hopefully by mid-August. In order to enable additional
comments and so that you can perhaps include responses,
reactions to what you hear throughout the workshop, we are
going to be extending the comment deadline to August the
Fifteenth; comments iInstructions are on our website and we
look forward to your additional input.

I want to apologize that we’re not able to
provide refreshments, but due to our ethics rules, we’re
not allowed to use your tax dollars to fund refreshments
for the workshop. But there are coffee and other
refreshments across from the auditorium. Feel free to
use those during the breaks but please return promptly.

We” 1l break for lunch about 11:45 and resume at
1. In addition to the dining options that are located on
this floor and upstairs in the hotel, you have a list of
eateries iIn your packet.

After our welcoming speakers we’ll move directly
to our program; we’ve set aside the last Fifteen minutes
of each panel for you to ask gquestions, and there is a mic
up front where you can line up when you’re told, queued to
line up so that we can hear from you and your questions and

any input that you would like to provide. Make sure that
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you identify yourself by name and affiliation, if any, so
that we can have an accurate transcript.

Martha Landesberg and I want to thank our privacy
team who helped in preparation of the workshop,
particularly Sandra Debnam, Sandra Hawkins, Rachel Drucker,
Richard Moore, and the rest of our Privacy staff who are
here today.

And finally, if you would please silence your
cell phones so that we won’t have interruptions, | think
we’re ready to begin. It’s my pleasure to introduce my
leader, Hugo Teufel, Chief Privacy Officer of the
Department of Homeland Security.

PRESENTATION OF HUGO TEUFEL, CHIEF PRIVACY
OFFICER, U.S. DEPARTMENT OF HOMELAND SECURITY.

Mr. Teufel: Good morning. 1°m Hugo Teufel,
Chief Privacy Officer at the Department of Homeland
Security; and | have a few remarks before we have our guest
speaker who will be joining me up here in a minute. And 1
see our colleagues from the Government Accountability
Office are here, so, yes of course we comply with the
ethics requirements and appropriations laws. There will be

no free lunches or snacks or coffee or tea.
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Well, it’s my pleasure to welcome you all to
this, our fifth, in a series of workshops over the
existence of the Privacy Office at the Department. Our
goal for our workshops has been to educate the public,
educate our office, educate the Department and others in
government on cutting-edge privacy issues, and today’s
workshop, “Implementing Privacy Protections in Government
Data Mining” should be no exception.

We’re fortunate to have with us today and
tomorrow some of the most prominent experts in the field,
both with respect to privacy as well as with respect to
technology, coming to talk to us and to you about the
subject matter of this workshop. And 1°m really excited
about it; 1°ve got to tell you, though, that 1’11 be
popping in and out today and tomorrow because of some
unexpected meetings up at the Nebraska Avenue Complex.

We’re particularly pleased that the Under
Secretary for the Science and Technology Directorate -- my
friend Jay Cohen -- will be here to help open this
workshop. And then also, computer scientists from the DHS
Science and Technology Directorate who are actively engaged

in learning how data mining can further the Department’s
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counter-terrorism mission have joined with my staff to make
this workshop not only a possibility but hopefully a
success.

So beyond that, why are we doing this? Well, if
you have followed developments up on the Hill, you are
aware of the various annual data mining reports that my
office has issued and certainly you’re familiar with
Section 804 of the 9/11 Commission Report Act, which
requires of all agencies data mining reports, and our
Department is no exception. Earlier this year we issued a
letter report in which we advised Congress that we would be
doing some further work, among which would be this workshop
and that we would be reporting back to Congress on what we
found, and so we are convening the workshop in part because
of Section 804 of the 9/11 Commission Report Act.

So 1 think at this point it’s appropriate and
necessary to remind everyone here that it’s Section 201 of
the Homeland Security Act of 2002; the Department has a
Congressional mandate to conduct data mining activities iIn
furtherance of its mission. So we looked into this because
of course we read the plain language of the statute, and

certainly it says that, and we agree with that. And what
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we wanted to understand a little bit better, what is it
that Congress was thinking? And at the time, then House
Majority Leader Dick Armey responded to those who were
concerned about that provision of the Homeland Security Act
and referred approvingly to the new Privacy Office that was
to be stood up, the office that Toby and 1 are iIn right
now, and said that that office would be there at the
Department to make sure that there were not abuses of data
mining.

So for us, the question isn’t then, whether the

Department should be conducting data mining? It is, rather,

how DHS should use data mining and what ways can it do so that

both respect privacy and also support the integrity and
effectiveness of the Department’s Homeland Security
initiatives. So in the interest of brevity, and because
we’ve gotten started a little bit late, 1 want to wrap up
my remarks.

And I want to introduce our guest speaker, DHS
Under Secretary Jay Cohen, who heads the Department’s
Science and Technology Directorate. When Jay joined the
Department in August of 2006, a month after 1 moved over to

the Privacy Office, he immediately tackled the challenge of
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the Science and Technology Directorate so that it could
foster the development of vital technologies for protecting
the nation. Jay deserves tremendous credit for his efforts
to transform the Directorate into an efficient and
responsible organization that makes vital technical
contributions to the DHS mission to protect against and
respond to catastrophic events. The S&T Director provides
technology solutions to help the men and women who face
risk every day on the front lines of Homeland Security to
do their jobs more quickly and safely with greater
accuracy. And with that, 1’1l stop. Jay Cohen, Under
Secretary of Science and Technology Directorate. Thank you
all very much.

[APPLAUSE]

PRESENTATION OF JAY COHEN, UNDER SECRETARY OF
SCIENCE AND TECHNOLOGY DIRECTORATE, U.S. DEPARTMENT OF
HOMELAND SECURITY.

Mr. Cohen: Well, good morning. And thank you so
much for sharing your most valuable asset with us, and that
is your time and also your thoughts, at this workshop.

It’s a real pleasure to work with Hugo and his team. |1

don"t know anybody who has a tougher job in Homeland



10

11

12

13

14

15

16

17

18

19

20

21

22

Security than he and his people do, and they are about the
most diligent group that 1°ve dealt with. And so I’m
excited about this workshop and look forward very much to
the results that come out of this, the recommendations and
the iInputs, et cetera.

Well, I°m research man and you probably asked
yourself, you know, why do we have the Department of
Homeland Security? And so | thought 1°d share with you
just very quickly my thoughts. After the horrendous events
of 9/11 and in a non-partisan, bi-partisan way, the Congress,
the Administration came together, and they created the
Department of Homeland Security, and it is this incredible
experiment in nuclear fusion. You know, I was a nuclear
submariner for decades; 1| dealt in nuclear fission, well,
this ain’t fission, this is fusion. And those of you in
industry who deal in mergers and acquisitions, you
understand the challenges of bringing together 22 disparate
agencies and all of their cultural differences into this
Department of Homeland Security. Today 1 would tell you I
describe it as the confederated states of Homeland

Security; we are a pre-constitutional convention, but all

11

the vectors are in the right direction. Why did we do it? We
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did 1t to eliminate or minimize seams because terrorists
and criminals will always take advantage of seams. And
anything that eliminates or minimizes those is good for
security and bad for those who would do us harm. So that’s
my little shtick here; 1°m not a Mac person, but 1’11 do my
best with this computer.

So what are the goals 1In law of the Science and
Technology Directorate? And 1 can tell you, as Chief of
Naval Research for six years of a three-year tour and the
Office of Naval Research was established in 1946. Half a
page in Title 10, it says there will be an Office of Naval
Research, it’ll be led by a Navy Admiral, report to
Secretary of the Navy, and it”’ll do good research. In
2003, of the 183 pages creating the Department of Homeland
Security, 17 pages describe the S&T Directorate. You know,
a camel was that animal created by committee, so we could
have ended up with a camel. We didn’t. It was very, very
thoughtfully done. And so half a page in 1946, 17 pages in
2003; it shows you the impact of word processing on the
legislative process.

But to synopsize in the law what are the goals

and what do 1 follow, number one, is to accelerate the
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delivery of enhanced technological capabilities to my
customers. Who are my customers? In law, they are the 22
components: TSA, Border Patrol, Coast Guard, Secret
Service; and in law, first responders -- the police, fire,
emergency, medical, bomb disposal -- our heroes. And I had
no appreciation for the scale of our first

responders in America. We have 35,000 fire departments in
America -- 35,000 fire departments, of which 80 percent are
volunteer. When I go and visit them and 1 say, “Hi, I’m
from Washington. 1°m here to help.” They say, “Great.

Buy a raffle ticket or a muffin because we need a new
pumper.” 1 mean, this is America. So it is a federal goal
with a local execution; 1 can tell you it’s a great
challenge.

Second is to establish -- in my words -- a lean
and agile government service -- world-class S&T management
team. Ladies and gentlemen, 1 don’t do S&T and my people
don’t do S&T; we are a venture capital fund, we are a
mutual fund, we invest in S&T to de-risk it to give
capabilities to our customers. And when I say government
service -- because some political appointees -- people like

me come and go, but the half-life of Science and Technology

13



10

11

12

13

14

15

16

17

18

19

20

21

22

14

is such that there must be a continuum, and so that’s where
government service is so critically important. And in my
experience in Navy and in Homeland Security, is that
Science and Technology -- unless 1 do something stupid and
Hugo works very hard to help me from doing

something stupid -- is bi-partisan, non-partisan, and I
believe that that is how it should be.

And then finally -- and this is a labor of love
for me -- is to provide the leadership and opportunities
for the next generation of our workforce. This is STEM,
Science, Technology, Engineering and Math. Ladies and
gentlemen, we’re in crisis in this country today. In fact,
we’re iIn crisis in most of the western countries. People
in middle school, young people, are turning away from
science and math, and when you ask them why, they tell you
the truth -- It’s too hard. They’re the Playstation
generation; they want instant gratification. If we don’t
turn this around, ladies and gentlemen, in my opinion, in
Ffifteen or 20 years we will not be a first-world
economy. So that’s a little bit of the background.

Now, what are the threats that we face? This 1is

a PowerPoint presentation, we’ll leave copies, you can move
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the boxes around however you want. 1 view the threats from

terror -- and oh, by the way, DHS is responsible for all

threats. In the

law, it’s not just terror threats, it’s also natural
disasters, like earthquakes and fire and flooding,
tsunamis, et cetera. But | view the threats as bombs,
borders, bugs, and business -- those are the original four
b’s. It turns out I’ve got six divisions; two of them
didn’t have b’s originally. 1 think last spring they saw
the Bee Movie, but the division directors came to me and
they said, “Hey, we’re without b’s; we’re b-less.” So I
added two b’s and that’s bodies -- that’s human factors,
and buildings, which is infrastructure protection. You
understand bombs, you understand borders, you understand
bugs; what’s business? Business is the underlying cyber-
backbone that enables everything we do, and it is a very
new area, and very threatening and scary area, of warfare.
So 1f you look across the bottom left to right,
you see consequence of occurrence low to high, and then
likelihood of occurrence. We’re always going to have
physical attacks; that’s the reality of the world that we
live in. If you look in nuclear, that’s a nuclear device -

- that’s a nuclear bomb. The consequence of occurrence of

15
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that going off are unimaginable; 1t’s far off the scale to
the right. But today, today a terrorist would have to
either buy or build a bomb, and 1 would tell you -- you can
disagree -- that 1 think the probability of that is
somewhat low. Maybe not tomorrow, but today. But the day
after 9/11, ladies and gentlemen, we were delivering death
by 37-cent stamps in the U.S. mail -- anthrax, biological
attack. And so you can see while it may not be as much of
a weapon of mass destruction as nuclear, Its occurrence is
more likely. We have seen i1t, we will see it again.
Biological warfare is the poor man’s weapon of mass
destruction. Because today, with the internet, with
genomics, all it takes is a brain, a basement, a
microscope, and you can create a pathogen that will give
you a pandemic.

IED”s -- they’re weapons of mass influence, not
weapons of mass destruction. Tom Friedman said IED’s are
coming to a theatre near us, and | believe that.

But the tactics, techniques, and procedures that
we use so well overseas, many of them don’t apply -- don’t
apply in the United States because the Constitution,

because of the Fourth Amendment -- many of the things that
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you’re going to be discussing here. Before a bomb squad
can actively jam a bomb and its trigger device, they have
to get a license from the Federal Communications Commission.
It’s a very interesting challenge; not what you’re going to
be addressing today.

But what you are going to be addressing today 1is
up in the upper-right, high and to the right, and that’s
cyber, because every three seconds someone’s losing their
identity. And you have Estonia, and you understand if your
background, the challenges of what a cyber-attack could do.
Those of you who have children or grandchildren in college,
you understand they live from ATM swipe to ATM swipe. And
if we can’t do that, in my opinion, there will be panic in
the streets. So you can agree or disagree, but that’s sort
how 1 see life.

So Hugo has already talked about the enabling
legislation, 1 think very well thought out, well debated;
it has been modified, we’ve had a change in the Congress in
the ensuing years. We get to testify a lot. Everything I
do -- 1°d contend 99.9 percent of what I do is
unclassified. We invite the Congress to our processes, we

invite the Inspector General; and Hugo has workshops like
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this, which 1 know will be the first of many to come. So
the authorizing legislation for me, I have summarized it,
in the first, telling you what my goals were. 1 think I --
I’m too fast.

So as we look at data and we look at the threats,
and 1 looked at what is unique in Homeland Security, 1
settled really on two things. Because the enabling
legislation is very thoughtful, it tells me not to recreate
the National Institutes of Health and not to recreate the
Center for Disease Control and not to recreate the
Department of Energy or Department of Defense labs -- and 1
think that was very thoughtful -- but in exchange, it
allows me to leverage everything they do. |1 can’t tell
them how to invest their billions of dollars iIn research,
but they give me full disclosure. And it really does work.
And then 1 take my precious dollars, our precious dollars,
and apply it to the things that are unique in Homeland
Security and the missions that we have.

So from my perspective, as | looked around at all
of the areas of Science and Technology, all the different
disciplines, the two that 1 felt —- and 1 still feel that

way after two years on the job -- that were unique, was
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number one, the psychology of terrorism. Why do terrorists
do what they do? 1 mean, you can view them as criminals,
you can view them as armies, et cetera, but why do they do
what they do? It was not clear to me any other component
of government was investing in that.

And the second area is hostile iIntent, and we’re
going to talk a little bit about that. Are there ways of
knowing that someone is about to do something bad to our
society? And so these are focus areas that we are looking
at. This is new science. We’ve gone to the National
Academies of Science to help us define those sciences. You
know, after World War 11, the Battle of the Atlantic,
strategic bombing, the science of operations, research
operations analysis, was born. And after Sputnik
aerospace, you get the idea. As time moves on, challenges
change; new areas, new disciplines develop. But how do we
know that what we think is appropriate research, even
vetted by the Privacy Office, even briefed to the Congress;
and of course, the press is very interested in this, as
they should be. 1 mean, at the end of the day, ladies and
gentlemen, | am a citizen, 1 value my privacy, | respect

and value your privacy, and when 1’m done with government
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service, | will again be a citizen. 1 think I’m a citizen
while I’m still in government service, but you get the
idea.

So Dr. Sharla Rausch and her people are
represented here today. She’s head of my Human Factors;
this 1s a division that | set up. There’s a great ad by
Dow Chemical, i1t talks about the human element. 1 love
that ad because it’s the human element that creates
terrorism and it’s the human element that will solve the
challenges that we have. It really is all about humans.

But Sharla went ahead and worked with the Privacy
Office and others, established on her own, the Community
Perception of Technologies Panel. And so these are just
average people from a wide cross-section -- they have a
picture of them here -- and we go ahead and we brief to
them. This is our initiative, what we’re looking at, what
our research areas are, how we’re approaching it. They are
not necessarily experts in privacy; we go to Hugo and his
team for that, and 1°ve got Jen Schiller on my staff. And
I can tell you, she is very tough on me. This Is an area
where an ounce of prevention is worth pounds if not tons of

cure.

20
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And it’s very interesting to sit down, and I sit
down with this panel, and get their feedback on their
perception on what we are doing, and then we modify as
appropriate.

So let’s talk a little bit about the areas of
research that we are doing, and then 1’11 conclude because
I know Hugo does want to get you back on track into panels
and the discussions are so important. So 1’11 go through
this very quickly.

And I must tell you that personal identifier
information was a new concept to me when 1 came on board,
and so iIn the last two years 1°ve had a steep learning
curve. And 1 also understand that we can be looking, you
know, at totally unclassified, totally public information,
but perception of how that is analyzed, et cetera, becomes
an issue on its own. And I know you’re going to address
all those things. The Congress enabled the S&T Directorate
with Centers of Excellence. | have two pillars of basic
research: universities and laboratories. And so at the
University of Maryland, one of our earliest Centers of
Excellence was the Study of Terrorism and Responses to

Terrorism (START). 1In Washington if you’ve got a good
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acronym, everything else follows. So 1 salute the
University of Maryland on getting started with this.

But as you can see, this is the largest terrorist
event database; more than 80,000 events. Basically, this
is all out of public venue, public information; and you can
see incidents versus fatalities by area, et cetera. It is
unclassified, 1t’s kept up to date, 1t’s available for
researchers, et cetera.

The next area is Biodefense Knowledge Center. |
talked to you about my concerns for the poor man’s weapon
of mass destruction. This is a 24 by 7 secure website; it
uses data fusion, and basically it’s talking about
capabilities, because as you know, a bio and genomics are
moving at the speed of heat. And so it’s available for
subject matter experts, et cetera.

Suspicious behavior detection. The goal here is
to identify deception and hostile intent in real time using
non-invasive sensors. We’re going to talk a little bit
more about this when what we call the FAST program, FAST is
Future Attribute Screening Technology. But the goal here
is to develop a prototype to detect deception and hostile

intent in real time. 1 must tell you, almost everything we
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do as we look at, for example, transportation security, is
to maximize the throughput of primary screening so the
lines are as short as possible, and then only focus on
secondary screening which can be question and answers.
Those of you who Ffly overseas, you know they do it a little
bit different than we do it. You start out with the
questions, and then you go through the metal detector. We
put you through the metal detector, and then after there’s
suspicious activity, we then go into the secondary
screening. Secondary screening is very expensive,
intensive, and it interferes with our lives.

So what is FAST? Aviation in large measure is a
closed transportation system. We put up with the lines
because we believe that if we keep bad people and bad
things off of aircraft -- and oh, by the way, aircraft is a
fixation by some of our terrorists, enemies with aviation -
- if we keep bad people and bad things off of planes, the
plane will take off and land safely. 1It’s a closed system.
The only challenge is the shoulder-fired weapons, and we’re
working on that independently.

But when you get into Metro, you get into Amtrak,

you get into buses, you get into mass transit, where you
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have thousands of people, we can’t use the same procedures;
those are open. And if we kept a bomb from getting on at a
Metro or an Amtrak station, you still have miles of
unsecured railroad. So what is the balance? And so what
we’re looking at here -- and let me give you an example --
during the SARS epidemic overseas, several Asian countries
used infrared cameras. As you got off the plane and you
walked into Customs, these cameras didn’t care if you were
tall or short, male or female, they didn’t care about
ethnicity, they were just looking at your forehead.

They’re looking at your forehead. And if on infrared your
forehead was warmer than everyone else’s forehead, you most
likely had a fever, and that”’s a precursor or an indicator
of SARS, and they didn’t want to have the spread of SARS,
and so you went into secondary screening. That is the
level of screening that we’re talking about. So if you’re
a terrorist, you want to get to your target, you may be
nervous, you may be perspiring, your forehead may have
evaporative cooling, your heart rate may be raised, your
eyes may be flashing, your gait may be different. There
are micro-facial features that give away -- and this is a

brand new science that we’re learning about today. Are you
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telling the truth or are you deceptive? And so the goal
here is in a public event, like the Super Bowl or the
Olympics, to go ahead and see if, can we do this non-
invasive screening that will give us indication of hostile
intent so that we can take an individual to secondary
screening? Now look, your parent may have just died, you
may have been late getting to the event, you may have just
run; I mean, there are a lot of reasons why you can have
all these indicators, so we’re looking at getting to the
secondary screening. That’s the thrust of what we do.

Violent Intent Modeling and Simulation. Again,
this looks at the systematic collection and analysis of
information that is related to understanding terrorist
group intent. So we talked about the individual terrorists
-- why do they do what they do -- now, what about the group
as they come together?

So that’s a summary of what we’re doing;
everything we’re doing is fully vetted with the Congress,
with the Privacy Office, et cetera. But at the end of the
day -- as 1’ve told you with my basic mission -- product is
job one. Getting those tools to those that would make us

safe or keep us safe is what Science and Technology is all

25
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about.

So 1 thank you so much for spending your time
here. 1 wish I could spend a day-and-a-half with you; 1
think is going to be one of the most fascinating panels
that have occurred in the short history of DHS. Remember,
we’re only five years old. Some of you have 5-year-old
grandchildren or children; you know how mature 5-year-olds
are, but all the vectors are in the right direction. And
the only question 1 ask myself and 1 ask my people, and I
hope this never happens, 1 hope there’s not another attack,
I hope there’s peace and happiness in the world. But if
you listen to most of the experts on both sides of the
aisle, they will tell you, there will be another attack.
Our terrorist enemies want to make it even more devastating
than that of 9/11. And the question is not if, it is
when. And so the question | ask myself every night is,
under my tenure will we have done enough with the resources
and tools that I have, consistent with the laws and our
culture, to make us as safe as we can be? So with that
thought, 1”11 leave you. Hugo, thank you so much for
giving me this opportunity, and 1 look forward to the

results of the workshop. Have a great day. Thank you.
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[APPLAUSE]

Ms. Landesberg: Thank you, Under Secretary
Cohen. 1°m Martha Landesberg from the Privacy Office, and
it’s my pleasure this morning to introduce our next speaker
to you. He i1s Professor David Jensen who Is an Associate
Professor of Computer Science and Director of the Knowledge
Discovery Laboratory at the University of Massachusetts
Amherst. Professor Jensen currently serves on DARPA’s
Information, Science, and Technology Group, and he was an
analyst in the Office of Technology Assessment from 1991 to
1995. 1 give you Professor Jensen.
[APPLAUSE]

PRESENTATION OF DAVID JENSEN, ASSOCIATE PROFESSOR
OF COMPUTER SCIENCE, UNIVERSITY OF MASSACHUSETTS.

Mr. Jensen: Thank you. Thank you very much.
Under Secretary Cohen is a difficult speaker to follow, and
so | hope 1 can keep this as interesting and relevant to
today’s conversations. So what I’m going to talk today
about is at some level somewhat boring in that it is about
definitions. But as many people have said, words mean what
we want them to mean. And I think in this particular case,

data mining means many things to many different people.
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And so 1°m going to try today to talk about the range of
definitions, and the ways in which we can come to a
definition that is both consistent with what the technical
community is doing, which is my community, and also
consistent with what we mean in a policy context.

So what 1”711 talk today about are, first, I°m
going to give you some very simple definitions, frequently
used definitions of data mining. Then I’m going to give a
fairly extended example of some work that 1’ve done
recently iIn detecting securities fraud because | think it’s
a good example of what modern technology is doing in the
area of data mining, and gives us some concrete things to
refer back to to try and expand and make more realistic the
definitions of data mining that we’re going to be talking
about. Then 1’11 present some revised definitions, and
finally try to answer the question, why we should care
about definitions, and talk about how on some sort of
expanded understanding of data mining can reframe some
existing issues that are often brought up about the
technology and potentially raise interesting new issues --
new policy issues.

By the way, if you have a question that is
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specific to some slide or some comment I’ve just made,
please feel free to raise your hand; 1°d be happy to take
the question then. |If 1 don’t see you, give me a shout.
And also, there’ll be a period at the end where we’ll take
more questions of the more general Kind.

So the major points 1°m going to be talking about
today are first, that there are simple definitions that
portray data mining as a process of filtering or
extraction. That these definitions are very easy to state,
and in some ways, very vivid, but they are very easy to
misinterpret. They’re not really wrong, but they’re easy
to misinterpret, and 1”1l explain specific reasons why
that’s the case. More useful definitions of data mining
portray it as an iterative process where you are both
learning and doing probabilistic inference, and you’re
doing that over interconnected data records, not data
records that are independent from each other. Finally,
1’11 say that these definitions identify different issues
for policy discussions, and I would argue, more interesting
and useful ones.

So let’s look at some of the simple definitions.

The first is the one that I think has brought us to today’s
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meeting, from the Federal Agency Data Mining Reporting Act
of 2007 Secretary Cohen referred to, in which the -- well,
the definition says, it Is a “program involving pattern-
based queries, searches, or other analyses of one or more
electronic databases.” And then there are a series of
caveats that 1 think are really very specific to the Act,
saying, well, this has to be done by a federal agency or an
agent of a federal agency, it has to be about identifying
terrorism or criminal activity instead of other things.
But the key thing here is to focus on this question of
pattern-based query searches or other analyses.

Now, there are a variety of other definitions of
data mining. Let me give you some from the more technical
end of the spectrum. “The science of extracting useful
knowledge from data repositories,” this is from the
Association for Computing Machinery Special Interest Group
on Knowledge Discovery and Data Mining, our Curriculum
Committee that came up with this definition.

There’s also a very well-known definition from
some of the founders of the field, “The non-trivial
extraction of implicit, previously unknown and potentially

useful information from data.” That’s from an article
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about knowledge discovery and data mining.

Now, I tend to use the term knowledge discovery
because 1 think it is intrinsically more meaningful and
less easy to mistakenly understand than data mining is. 1
think data mining has a clear and obvious meaning which is
wrong; the clear and obvious meaning is that you are mining
for data, and that’s not actually what data mining 1is
doing. |If you say gold mining, that means you’re mining
for gold. |If data mining should be mining for data, you’re
not. You’re mining for knowledge, and knowledge discovery
gets at that. Although, it did confuse my Dean greatly
when 1 was introduced to him as doing knowledge discovery,
he looked and he said, “Isn’t everyone at a university
doing that?” And 1 said, “Yes, yes. But we’re doing it
with computers.” He said, “Oh, well, that’s very

interesting,” and we went on to have a pretty good
conversation. There are other terms, as well -- predictive
analytics, advanced statistical modeling, machine learning.
So, well, 1”11 stick with the term data mining
even though it’s not my preferred term because it is the

term that stuck. So let me give you an example of this

sort of work -- this sort of technology, and it’s about
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detecting securities fraud. We’ve been working for about
five years now with the National Association of Securities
Dealers. This is the non-governmental, private
organization in the United States that regulates all stock
brokers. They came to us about five years ago and they
said, “We hear you’re doing work in analyzing the kind of
data that we need to analyze, wonder 1If we might do some
work with you,” and we’ve been doing joint projects with
them ever since. By the way, NASD is now referred to as
the Financial Industry Regulatory Authority. They changed
their name recently, but 1’11 be using NASD because it’s
what sticks in my head and also it’s because what’s
relevant to the work we did over the past five years.

NASD is the parent of the NASDAQ Stock Exchange -
- stock market, but they spun that off because their
central focus is really regulatory. They monitor a large
number of securities firms, branches, and individual people
who sell securities to the public. Those are referred to
as registered representatives or reps. And one of their
responsibilities -- they have several --is to prevent and
discover serious misconduct among brokers -- 1”11 use the

term fraud. They incur fines and they can even ban
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individuals or entire firms from the industry and say, “You
cannot work anymore in the securities industry.” Now, they
have a data set which they collected for their regulatory
function, not to do analysis on, but for their regulatory
function. That data set i1s called the Central Registration
Depository, or CRD database. It consists of data about
individual reps -- individual people -- about the branches
that they work for, the actual physical organizations that
they work, as well as the larger firms that those branches
belong to. And finally, a set of event reports, which they
call disclosures, where reps abide by the policies of NASD,
which they agree to when they become a registered
representative, they have to disclose certain events in
their lives, including simple things like if a customer
complains, but also including things such as liens against
them, major issues in their financial history, or if they
commit a felony, for instance, that’s also a disclosable
event. So there are a set of those disclosures that are in
this data set.

Now, importantly, this data set is a large set of
interconnected records. As you might expect, we know what

reps work for what branches, what branches -- what firms
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-- own those branches, and what disclosures have been
filed on individual reps.

There are about 3.6 million reps in the data set,
about 750,000 branches, about 25,000 firms, and about
625,000 disclosures, so a moderately large data set. And
that covers a period of over 20 years. And we tend to
focus on the smaller subset about over the past ten years
or so.

Now, fortunately, the Kind of conduct that NASD
is trying to discover is relatively rare. Now, fraud among
reps is quite rare. |If you look at the stats, it’s less
than 1 percent of reps commit any kind of serious
misconduct in a given year. 1In general, | think it’s about
1/10th of 1 percent, so very small incidents of the kind of
serious misconduct they’re looking for. But it’s very
important to the public that that be discovered, and very
important to the integrity of the industry. So their task
is to take data from the past where they know that certain
reps or branches were engaged in serious misconduct, and to
take that data and to then try to come up with some sort of
method which they can use to guide their future activities.

So, particularly, they wan to do examinations and they want
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to do education and enforcement activities that will either
prevent fraud from occurring or catch it early. And so
they want to use the data they have, which they collected
for other reasons, but they came to us saying, “We think we
can do more with the data; i1s that the case?’

So what we did with them was to construct
statistical models that try to predict the probability --
or estimate the probability that an individual rep will

commit some kind of serious misconduct in the next year, the

next 12 months.

And so one of the kinds of statistical models that we
devised is a kind of probabilistic or statistical model
which is tree-structured, and 1°m showing you the whole
structure of a tree here. And by the way, there are
details of these models that are not included in these
slides, at the request of NASD for obvious reasons. They’d
rather not release exactly how they might be detecting
fraud. But this is the structure of the model and it’s
structured like a tree. You could think of it as a virtual
Pachinko machine where you take an individual rep and their
surrounding context -- the disclosures, the branches

they’ve worked for, the firms they work in, the other reps
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that they work with -- and you drop it in the top of this
tree. And then you answer a series of yes/no questions,
such that it rattles down to a leaf node, a thing at the
bottom which gives you a probability distribution -- their
probability of committing fraud in the next 12 months.
Let’s zoom In on a portion of it. So at the top node we
say, “How many disclosures have been filed on this rep?’

IT it’s greater than a certain number It goes down one

branch, if it’s less than that It goes down another branch.

And so on. And we ask questions here in this model about
the number of the disclosures that were customer
complaints, whether that rep has been designated as high-
risk in previous years, other kinds of things about the
current branch they work at, et cetera. And eventually we
come down to a node where we say, “Everyone who reaches
this point has a particular probability -- estimated
probability of committing fraud in the next 12 months.’
Now, importantly, we construct these models
automatically, or more accurately, the data mining
algorithms we have devised construct these models

automatically. They do that by searching a very large

space of possible trees. Now, the number of those possible
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trees is vast. Here just for a five-level tree with the
kinds of data that we have, we’re talking about 10 to the
106th, an extraordinarily large number of possible trees
that are out there. But, fortunately, in the technical
work of our field, we’ve devised a fair number of
efficient, approximate search methods to look at that space
and not have to examine it exhaustively but still find the
trees that are particularly useful or valuable in that
space. And we evaluate how well those trees work by
comparing them to the data for which we know the right
answer; that is, we know at least we have good estimates of
the -- which reps have committed fraud in the past. At
least those reps that have been identified, so they are
probably some -- many, in fact, that have not been
identified but we know a large number of reps that have
committed fraud in the past, and we can use that past data,
that retrospective data, to compare the accuracy of
different types of models -- different types of trees iIn
this case.

What the models then do is to infer the values of
an unobserved variable. The unobserved variable, the thing

we’re trying to estimate here, is the risk that a rep will
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commit fraud in the next 12 months. And there are also
some kinds of models I won’t talk about that will
simultaneously infer the value of many unobserved
variables. But for the new data, for the data we want to
apply the model to, we don’t know what reps are committing
fraud and thus we want to estimate the probability of
those.

The performance of these models has been
evaluated in a variety of ways, but one of the ways that we
used was we took a bunch of predictions from the model, we
took some predictions from NASD’s current method of doing
initial screening, and we took reps that showed up on only
the list that our model created, only the list that NASD
created, neither list and both lists. And then we
scrambled those up and put them in front of trained NASD
field examiners and we made the estimates, for example, for
the previous year, for 2007. We didn’t have data about
2007 about who had actually been found to be committing
fraud in that year. But NASD did have information about
that, and we asked the examiners the following question, we
said, “IT we had given you this list at the beginning of

2007, how useful would it have been given that you now know
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what the right answers are?” And they rated each rep that
we had given them on a five-point scale. One is, it would
have wasted my time to know about this individual; five is,
I absolutely would have wanted to know about this. When
the reps showed up on neither list -- it’s a little
difficult to see there -- but when they showed up on
neither list, the ratings were almost all one. When they
showed up on NASD’s current list but not ours, the ratings
were roughly on average a three. When they showed up on
only our list and not NASD’s list, again the average was
about three. And if they showed up on both lists --
combined list -- they had an average rating of about four.
So showing that we are doing -- the statistical model is
doing almost essentially as well as NASD’s current rules
for doing screening to say, which reps deserve some
additional scrutiny to look and see if they’re committing
fraud. And if you combine the statistical model with the
current expert derived rules, we can do even better.

We also got a little bit of anecdotal feedback;
one of the field examiners sent us an unsolicited note
along with his ratings, and he said, “One of these reps I

was very confident in rating a five,” he said. He had had
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the pleasure of meeting him at a shady warehouse location
during what we think is a sting operation. He said he’d
negotiated this rep’s bar from the industry because among
other things, he’d actually used fraudulently obtained
funds to attend an NASD compliance conference -- conference
about how to comply with NASD rules. The examiner said,
“IT you predicted this person, you’d be right on target.”
And in fact we, with some trepidation, we went to NASD’s
list, the rep was not on NASD’s list, we went to our list,
he was very high up our list. So a nice anecdote to
support the idea that this statistical model is a useful
one.

All right. With that background and that kind of
concrete reference, let’s go back to our definitions of
data mining. So again, to recap the simple definitions,
we’ve got from the Data Mining Reporting Act, pattern-based
queries and searches or other analyses; extracting useful
knowledge from data repositories; extracting implicit
previously unknown knowledge. So one way of thinking about
these definitions, one simple kind of visual to get is the
idea of a filter. Where you say the system takes in data,

there is some mining or Ffiltering process that’s done on



10

11

12

13

14

15

16

17

18

19

20

21

22

41

the data, and then out pop predictions out the other side.
So that’s what we’ve got, this kind of filtering process.
Now, this Filtering process -- this idea of a filtering
process has been encouraged by some of the most powerful
people on the planet, some of the most powerful image
makers on the planet. Those people reside in Hollywood,
mostly. For those of you who have seen Minority Report,
this is a very persuasive Iimage. This idea that there is a
black box out there that will be producing predictions, and
if the predictions are certain, they are crisp, there is no
doubt in them, and they put them out and that’s what then
we go act on as a law enforcement agency. For those of you
who watch television also, there was a short-lived show
called Threat Matrix, which had some similar ideas that
were frequently propounded in the show about data mining.
And as you might expect, these media images are somewhat
simple. They’re simple because it’s very easy to
misinterpret the definitions which 1’ve given you
previously, which can be interpreted accurately but it’s
very easy to misinterpret them. Let me explain some
reasons why. The Ffirst is -- and 1’11 explain more about

each of these iIn the next set of slides -- the first is
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that there is only once process. The misperception is,
there’s only one process that encompasses what 1”11 refer
to both as learning and inference. The second is that the
records that come in the left side are disconnected from
each other. Here 1°m showing just individual records about
reps. Third, that the inferences out the other side are
deterministic. Essentially we spit out a set of reps that

are bad and a set of reps that are good. Fourth, is that
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this is only done once, this single stage, it’s a once-through

process. And finally, that this process of data mining is
what 1711 call institutionally isolating. That is, it just
sits off by itself in this little box and does its job.
Let me explain why each of these 1 think are not
accurate, and what is a more accurate picture. The Ffirst
is that the processes of learning and inference are
distinct. That is, there’s not just one process, but
actually two. The learning phase takes in data for which
we know the correct answer, or we have good estimates of
the correct answer, and that puts out a statistical model.
That model is then used in an inference process to take in
data for which we do not know the correct answer, and put

out some kind of prediction.
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Importantly, the learning phase is the part of
this overall process that is unique, that is the essential
component of data mining. In fact, many people in the
field would say that the inference part is really almost an
afterthought. The goal is to put out a good statistical
model. Now I will make one caveat, which iIs that there is
a lot of study in the field about some kinds of techniques
which do not immediately appear to fit into this, although
I think many of them actually do. So for instance, there
is some study of clustering. They’re trying to look at
data and find homogeneous regions in it, and while there
does not appear to be a statistical model underlying that
there often can be and many of the better methods for
clustering do that fairly well. So some caveats; this is a
little bit simple to say that all of data mining has a
statistical model underlying it. But it’s a good --
absolutely a good first pass.

So there’s this learning phase and this inference
phase, and they are more or less separate. Learning is
what makes data mining unique. It’s also important to
point out that the inference taking data for which we don’t

know the correct answer and making an inference does not
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require a statistical model. |In fact, people do it all the
time. At NASD for instance, they had a set of rules that
they had sat down and worked with their experts to derive,
and that was what produced an initial list that then field
examiners went out and did additional investigation on.
And that was not derived from data mining, that was derived
from just sitting down and thinking.

Now, an example of the kind of misinterpretation
-- and 1 don’t want to unfairly characterize GAO here in an
otherwise excellent report -- they had a graphic which --
this is 2005 report -- which starts out and says, “There’s
input to the process, there is an analysis process, and
there’s output.” It is a slightly more complex version of
this filtering that 1°ve talked about and doesn’t clearly
distinguish between any kind of learning phase and an
inference phase. Instead, what we have, the idea here is
that data mining is really complex set of database queries.
It’s a complex way of filtering a database to put out
matches. And 1 think that is a misinterpretation which is
easy to make, but actually dangerous in terms of public
policy. Let me emphasize again, though, that both this

report and several earlier reports from GAO are really

44



10

11

12

13

14

15

16

17

18

19

20

21

22

quite good and have a lot of useful iInformation about data
mining.

Second i1ssue, data records are often
interconnected, they’re not sets of individual records. So
I show here these individual reps, but actually what we
have are a case often of a network of different types of
records that are interconnected. So think back to the NASD
example, we have this set of reps, branches, firms and
disclosures, this set of interconnected records and those
records are the -- provide us a lot more information than
just having records about individual reps.

This sort of approach, often called relational
learning or relational knowledge discovery or relational
data mining, has become increasingly prevalent both in the
technical community and now starting to make its way into
applications because this can improve both the accuracy of
the process and allow us to address entirely new types of
tasks, for instance, predicting a link or a connection
between two or more records.

Third issue, inferences that come out of the
inference process are not a kind of yes/no labeling.

Instead they are probabilistic. So rather than having a,
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these are bad brokers -- these are bad reps and these are
good reps, we come out with a probability associated with
each of those reps. And almost all, 1 think, really modern
applications of data mining are giving probability
distributions on variables rather than kind of yes/no
classification.

What i1s important is that this allows us then to
do -- to have a lot more information about the inferences
that are being made. So for instance in the case of NASD,
you could imagine if we have probabilities we could look at
that last and say, it may be that there are a few high
probability reps, and then immediately drops to very low.
And then we would say, “Maybe we should only look at those
high probability ones.” Conversely, there might be a very
long list, far longer than NASD would have originally
thought they needed to look at, that are very high
probability of committing fraud and they might say, “Maybe
we should expand our screening program to look at a larger
set of individuals, if we believe that this is an
accurate assessment of probability.”

Finally, it allows you to assess accuracy in new

ways because you have these probability judgments and it
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allows a much finer grained kind of evaluation of how well
the model i1s doing.

So an example of these kinds of probabilistic
models is the NASD model. We don’t say that everyone who
reaches a particular leaf node is going to commit fraud.
Instead we say, there is a probability associated with
committing fraud.

Fourth issue that 1°ve talked about is inference
is done in many real systems iIn multiple stages. So if you
look at the inference process, it’s not just a once through
process, but instead there’s feedback once you have an
inference, additional things can be done with that
inference iIn other rounds of inference about either new
problems, or in fact, in some cases about the same problem.

So a really good example of this is the way in
which screening for many diseases is done. So for
instance, AIDS screening is done with an initially very
inexpensive test which has a high false positive rate. It
is of course disturbing to individuals who get a positive,
but doctors are quick to point out, “Look, this test has a
high positive. And even if you get a positive on this test

-- high false positive rate -- even if you
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get a positive, the vast majority of people are actually
negative.” So now we’re going to do the more expensive and
more accurate test. So this kind of two-stage screening is
a way of cutting down costs and increasing accuracy. And
that’s the same way in which data mining can be done in
order to do those things, to improve accuracy and to allow
a wider range of types of inferences.

So It turns out actually that this is what NASD
does, is that this initial set of rules they have, or now
the kind of statistical model we’ve given them, gives them
an initial set of reps that get enhanced scrutiny from
their examination process. It’s not that other reps are
not examined, and It’s not that those reps in any way are
immediately considered to have committed fraud. Instead it
says we should look more closely. And then a human
examiner goes out and initially looks at records that are
just held centrally, and then often goes out into the field
and will examine records that are only held at the firm.
That larger set of records both centrally and out in the
field are more expensive to access and also more sensitive.
And so the question is, should we actually go to the --

should NASD go to the expense and the potential security
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and privacy issues of examining those additional records?
Well, only if they have some initial sense that it would be
useful to look at those records.

Final issue. Data mining is used in a larger
institutional context than it might appear at first. So if
we think about data mining as -- the entire process 1’°ve
described as a box; we say, well, there’s obviously some
kind of data gathering that has gone on ahead of time. And
once we get inferences out, there’s some kind of decision-
making process. Those inferences do not immediately
indicate what we should do, what any organization should do
with that information.

And finally of course, there’s some feedback.
With decision-making, you may say, actually it’s useful to
gather additional data and perhaps do additional sorts of
analysis on the data. Importantly, many of the really big
public policy issues about privacy and utility are about
data gathering and about decision-making, not so much about
what happens inside that data mining box. The other issue
I think is that the use of data mining algorithms actually
imposes relatively few constraints on data gathering or

decision-making. That is, just because you have maybe in
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advance decided to do data mining, does not mean
necessarily you will collect more data. NASD is a
wonderful example of this; they had already collected every
last bit of data, which we’ve used over the past five
years. They collected 1t for other reasons, but we’ve gone
ahead and used those data sets to do additional kinds of
analysis. And also, the output of data mining does not
imply necessarily anything about what you should then do.
It is input to a decision-making process that of course
should take into account a large number of factors.

All right. So those are some enhancements, |
hope, and some additional explanation about data mining.
And now the question I think may come up, why all of this
work? Why care about these definitions? And the basic
point 1 hope to make is that this gives us | think some new
perspectives, some new ways of looking at what is important
about privacy and questions of utility.

So one large issue that often comes up iIn
discussions about data mining is an issue about false
positives, particularly in cases such as counter-terrorism
applications or law enforcement or fraud detection

applications where the prevalence of the activity, the
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frequency with which it happens is very low. And the
critique goes something like this, if the prevalence of
true positives is low, that is there are very few cases of
fraud in the case of NASD, then the vast majority of
inferred positives will be false positives. So even if you
have a very low error rate, if you have 100,000 people who
haven’t done something and 1,000 people who have, and you
are 99 percent accurate, well then, you’re going to have 10
people who actually did the thing that will show up as
positives. And, what did | say, 100 times that number that
will show up as false positives. And so this is a simple
critique, a relatively easy critique to get across, but it
unfortunately presumes this kind of filtered model. So
instead, if we think about these more accurate -- what 1
hope are more accurate definitions -- the first is that
probabilistic inference can really help us here because it
allows you to control the types of errors which any
particular threshold that you put on that probability,
we’re going to look at everyone with a probability over
.95. You can change the error characteristics of any sort
of screening that you do, so probabilistic inference helps

us a great deal. You can also use that to account for --



10

11

12

13

14

15

16

17

18

19

20

21

22

52

in addition to the expected -- what is sometimes referred
to as the expected class distribution of the data. It also
allows you to adjust for the relative costs of errors. So
if errors of false positives are very expensive or fTalse
negatives are very expensive, you can modify those. 1It’s a
great deal of work and what’s called cost-sensitive
classifTication or cost-sensitive inference.

The second issue is that as |1 mentioned about
disease screening, multi-stage inference, and also it turns
out interconnected data records can help you greatly reduce
the false positive rate overall. There’s some work that
several of my students and I did in 2003 showing ways in
which interconnected data records and multi-stage inference
can dramatically drop your rate of false positives overall
so you just end up with a better, more accurate classifier
to begin with.

It’s not that the issue of false positive goes
away, it doesn’t. But it’s that the simple idea that
merely because prevalence is low, data mining methods will
utterly fail is incorrect. And the simple definition seems
to support it, more accurate definition does not.

Another very frequent issue which has come up,
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particularly in the past several years is this idea of
subject-based versus pattern-based queries. So some people
have proposed limitations on data mining under the idea
that you want to differentiate between inferences that are
based on individuals, that i1s, | suspect this individual
has committed a crime, 1°m going to go look at data about
them, versus pattern-based queries which says, | think
there is an indicator of some kind of misconduct, 1°m going
to go look for everyone In my data set that has those
characteristics.

The first, subject-based queries, is thought to
be better because we have some initial suspicion. And
pattern-based queries in the worst possible case are seen
as some kind of dragnet; we’re going to go out there and
we’re just going to filter and we are going to end up
probably with a lot of false positives. So subject-based
queries tend to be in this formulation preferred over
pattern-based queries. In fact, some have gone so far as
to suggest only subject-based queries should be allowed.
Now, frankly, I have an enormous difficulty understanding
even what this idea means in a realistic scenario. Because

it you come from the technical world and you think about
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how we do probabilistic inference, there is no fundamental
distinction whatsoever between inference based on things we
observe, that is, 1 suspect that this individual or set of
individuals i1s engaged in stock fraud, let’s say,
securities fraud, and unobserved variables which 1s what
might be loosely matched up with pattern-based queries.
All that having initial suspicion is, Is evidence to do a
better job of inference overall. And so from my
perspective, from the technical perspective, there is no
essential difference between pattern-based and subject-
based queries; it’s all inference and we use what evidence
we have available to us.

Another way in which this is very difficult to
understand in a technical sense, is that In a multi-stage
process of doing inference, pattern-based at one stage --
if we can even formulate in an interesting way -- becomes
subject-based at another. Because, for instance, if we
have some process that identifies some individuals, let’s
say, as having a higher probability of committing
securities fraud, then suddenly we are now subject-based in
the next phase of inference.

Finally, relational data -- the idea that we are
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records, again makes this distinction between subject-based
and pattern-based queries more or less disappear. Even the
name, queries, | think, is showing this filter-based idea
of definition of data mining versus a more accurate
technical definition.

Another very frequent issue that i1s raised that I
think has a lot of validity in one sense Is a concern about
having large, centralized databases. So if you have an
extremely large centralized database, it is a single point
of failure. And computer scientists for a variety of
reasons would say it’s a bad idea to have a large,
centralized database. 1t’s a single point of failure. It
also means that if one institution, one agency controls
that database, there’s a higher probability of what’s often
referred to as mission creep. That is, the data set is
collected for one reason and suddenly people start to say,

“Hmm, we could use it for other reasons,” which may not be
strictly in keeping with the statutes behind that
organization.

Now there are a variety of legal protections you

could put in place to make that not happen, but there are
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also technical ways in which 1 think this critique does not
fit with the way that 1 think many really modern
applications would be done.

The first is to say real applications -- and
certainly this i1s the case for NASD, but also the case I
know for the U.S. Treasury Department -- multi-stage
inference means that you don’t have to have one large
centralized database. |In fact, there are good reasons to
say that you want to distribute them among either many
agencies or at least may different parts of your
organization. Because the idea is you have one data set
that you do one sort of analysis in, that gives you some
potentially initial inferences, and then you say, “Well, we
have now a smaller set of individuals or of records that we
want to go look at in more detail.” So now we go out and
we’ve got some additional data because to do that
additional examination at NASD for instance, they need to
get some additional data and that’s from another database.
Not a problem. And in fact, a benefit because you don’t
have a large single point of failure, and in an
organizational sense, If these data sets are distributed

among different agencies, then you have at least a kind of
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technical basis for the checks and balances that are the
ways, or at least one of the ways, in which historically
we’ve contained this problem of mission creeping.

It’s also, I think, important to look at data
mining In Its institutional context. That we don’t -- the
technical community does not require a large database, and
frequently, when people talk about data mining, there is
actually a kind of confluence that if you analyze data, it
must be that you want as much of it as you can possibly
get. And really the technical community comes at it and
says, “Well, what data do you have? We’ll go analyze
that.” So if there’s a small amount of data, great, we may
actually be able to do very well, build a very good
statistical model from a small amount of data. It doesn’t
necessitate data collection, and so that’s a largely
separate institutional decision.

There are some other issues that | think actually
get raised by these new definitions -- and so let me talk
about some of those -- that | think don’t come up
frequently, but ought to. The Ffirst is the availability of
training data. So as 1’ve described data mining, we have a

learning process that requires us to have data that has at
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least an estimate of the right answer. So, in the case of
NASD securities fraud screening, we needed some data about
what sort of institutional relationships and disclosures
had happened in the past and which individuals were known
to have committed some kind of serious misconduct. And so
it was fortunate that NASD had that; they had retrospective
data based on their own current examination process. We
know that there might be some flaws with that, but it
nonetheless is very valuable training data. There are
cases -- Important cases -- where such data sets are not
easily available; in other cases in which they’re available
but so far in the past that we believe that they’re
probably not useful to doing prediction now. We actually
ran into a bit of this with the NASD data. There was one
time period that we found was very strange, very out of
whack with the rest of the data set, and we said, you know,
this -- we get very different models when we analyze this
small portion of the data then when we analyze the whole
thing or a portion not including the odd portion. And some
really experienced stock analysts said, “Ah, yes.” Well,
that was a really -- that was a period of high-market

volatility. And basically, everyone complained about their
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broker. There were a large number of customer complaints
because people were just really nervous about what the
market was doing, and they said, “Oh, yes, that always
happens.” And so then we started to actually analyze
different portions of the different time periods and
actually different parts of the industry for that reason to
try to find representative data sets.

Another really fundamentally new issue 1 think
which comes up is that if we are hoping to try to
technically preserve privacy, preserve privacy in some sort
of technical way -- there has been a lot of work on this,
perhaps not as much as there needs to be, but we’ll be
hearing about some of that in the next -- 1 think it is
tomorrow when the panel is -- on privacy preserving data
mining technologies -- or is it today? Today. Okay. And
that’s lots of very interesting technical work about how to
preserve privacy but still allow data mining to happen.

But 1°ve come along and added a bit of complexity to that
problem, which is that if analyzing relational data is
important, then many of the techniques that have been
developed, unfortunately, do not directly apply. So one of

the surprising things it turns out is just the relational
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structure, just the interconnections among records alone is
often enough to uniquely identify people. So 1 don®"t know
how many people know that as part of the Enron court case,
a large amount of email data was released about the email
within the Enron Corporation, and so you can get lots of
individual people’s email. And this is the only -- one of
the only publicly available email data sets available, and
so lots of people have done analysis on it because it’s
public. And you can look at the email messages that have
been sent by individuals, or you can just look at the graph
and you can say, we have individual people and we have
connections if they mailed another person in the company.
So if you take this relational data set, it’s just
individuals and their connections, you can uniquely
identify about half of the individuals in the entire Enron
Corporation by looking at how many emails they sent and how
many emails each of their neighbors sent. That’s all you
need to know about them in order to uniquely find them in
the data set. And so you can essentially identify -- re-
identify people even if you have taken off, stripped out
all the identifiers.

There’s some work that several colleagues and
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students and | have done recently, we published at a
conference last month, about how to both understand the
privacy implications of this and at least candidate
algorithm for protecting the privacy of these kinds of data
sets and allowing analysis, and not being able to re-
identify people. But preserving privacy in this context is
a new problem and a difficult one.

Finally, 1 think that we need to look at and
think more about how to combine statistical and human
inferences. Chris?

Christopher Clifton: (Speaking off microphone.)

Mr. Jensen: Excuse me. Thank you, Chris.

It’s actually whether you emailed someone.
Sorry, not the number, but whether you -- the links in the
data set are merely, 1 emailed at least five messages to
this person, so it’s a very, sort of, stripped down sense
of what the social network is -- or the professional
organizational network in the Enron Corporation. Thank
you.

Last issue is combining statistical and human
inferences. We have the statistical models, we also often

in many real applications have real experts. In NASD for



10

11

12

13

14

15

16

17

18

19

20

21

22

62

instance, we have these field examiners who have a whole
career of experience trying to detect and identify fraud.
And we need to be able to make use of these people’s
expertise and also make use of the statistical models that
we can learn from data. And the information goes both
ways; we have produced statistical models that human
experts, particularly the examiners -- the field examiners
at NASD -- have been surprised and intrigued by and have
learned things from. But also we have learned from them.
So in one case we put out a statistical model which had low
down in the tree used the ZIP code -- the postal code --
the first three digits of the postal code -- it’s a rough
indicator of geographic region -- as an indicator for
fraud. And 1 said, “Look, this is an initial model, 1
don’t think this low thing here is probably accurate; you
should ignore it.” And one of the field examiners said,
“No, that’s Fraud Alley.” And | said, “Excuse me, what?’
He said, “That’s fraud alley. That’s what we call it.”
And it’s a location in the U.S. which is where

fraud is particularly prevalent. Essentially, any
organization, any branch that opens up there is at much

higher risk for committing fraud than an average, randomly
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selected branch. And so they said, “No, that’s actually
quite accurate.” And we said, “Well, great, are there any
other fraud alleys in the United States?” “Oh, yeah,” they
said. So they gave us a list of these high-risk regions
and we included that in future statistical models by having
it be one of the features or one of the variables that
could be used in the model, and in fact 1t was. It was
automatically selected because it was useful. So it goes
both ways, but this is a difficult task. It’s done a lot.
There are certainly doctors, financial analysts, lots of
professionals who regularly incorporate information from
statistical models into their own thinking and reasoning,
but also there are difficulties, there are important
questions. One is the situations in which human experts
are likely to either overestimate or underestimate the
reliability of a statistical judgment. The concern always
is that humans look at the output of some computer program
and say, “Well, it’s got to be right, it came from a
computer.” 1 think that’s much less likely these days than
it was, say, ten years ago, but it still is an issue. And
also you might not trust the results when perhaps they

actually are accurate. And also there is this persistent
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question about whether having a long-term program of doing
data mining in an organization makes it more likely for
that organization to want to collect additional data. 1
actually see indications both ways that sometimes people
say, “Oh, we want to get more data because it seems to be
working so well.” In other cases people realize that some
of the data they’re collecting is actually useless for the
purpose of doing their job. And they say there’s no reason
to go collect it anymore because we now know that it’s not
useful. So it actually -- I don"t think it’s a clear
answer right now about which is more likely.

So to conclude, to recap, there are simple
definitions that portray data mining as filtering. |1 think
those are very easy to misinterpret and misinterpret in
dangerous ways and ways that 1 think limit the public
debate. And we have more useful ways of thinking about
data mining and portraying it as an iterative process, a
process where there’s learning and inference, where that is
probabilistic over interconnected data records and where
it’s situated within an institutional context. That means
that the data collection and decision-making are not

closely tied to the data mining; data mining has one more
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input to decision-making and one more use we can make of
the data. And I think that these help clarify and perhaps
refocus attention in a privacy and public policy context on
different issues.

So if you have questions you can certainly ask
them now and 1’11 spend some time taking questions. And
also you should feel free to email me, and some of the
papers that 1’ve mentioned are available at the website
that’s listed here. Thank you.

[APPLAUSE]

Ms. Landesberg: We do have a few minutes for
questions for Professor Jensen. And we have a standing mic
here. |If you’re interested, we’d invite you to come down
and use the mic to ask some questions. Please i1dentify
yourself and your affiliation iIf any for the court
reporter.

Ms. Hahn: Good morning, Professor Jensen. My
name s Katherine Hahn and I1’m with SAS. And | appreciated
your comments this morning.

I have three, what | hope are reasonably quick
questions for you. The first is, how frequently do you

refresh your model that you’re using at the NASD? My
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second question is, can you speak to the role of setting
reasonable expectations within an organization as to what
data mining can and can’t do? And then my third question
is -- and you’ve alluded to this throughout your
presentation -- is It the data mining activity itself, the
modeling, the statistics, the math that raises privacy
questions, or is the human involvement and the data
gathering, the data collection and the interpretation?
Thank you.

Mr. Jensen: Those are great questions. You may
need to remind me of them, but I think I can do 1t. So the
Ffirst one about the refresh rate is a very interesting
question. Now, I should point out that we are still
working with NASD about the extent to which they’re going
to put this into practice. This has largely been a pilot
study, some of the results have been used, but we are not
regularly -- those models are not yet in regular use. So
the refresh rate is, you could say, non-existent. But in
practice 1 would expect that we would do refreshes of the
learning -- and this is one of the differences between
learning and inference you’re well aware of, but is for

everyone else -- you might learn a different model every
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month, three months, six months, year maybe, even. Whereas
inference would be done perhaps on a, you know, every
minute, every hour, every day. To say new records just
came in, let’s rerun inference and re-estimate

probabilities.

Second question -- thank you. That’s a very
difficult question. Particularly -- and 1 was actually
going to put in a slide on this -- one of the difficulties

with data mining is that it’s difficult to know the
potential utility in the absence of a trial run. So you
have a bunch of data, people think that it’s relevant to
decision-making, they think that you could construct a good
statistical model but you don’t know for certain until you
try. We have worked hard in the field technically to try
to characterize the likely accuracy given some, sort of,
external characteristics of the data, but ultimately the
real question is what statistical dependencies sit in the
data. And you essentially need to do analysis in order to
discover that, so it’s hard to know prospectively. So my
best advice is that to set expectations you should try to set
them low, and then do a trial to allow people to get a

taste of what it actually -- how it actually works and what
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And the final question about where the privacy
and public policy implications really reside, 1 completely
agree -- have made this point in other talks -- that 1
think many of the issues that have been pinned on the
question of data mining really end up being about inference
of any kind. So inference can be done with the statistical
models or it can be done by humans or it can be done by
some combination or it can be done by some database rule.
There are a variety of ways of doing inference, and when
people are uncomfortable with the idea of inference
because of the issues surrounding it, because of the
potential for error, the method by which that inference is
made is often attacked. And I feel that in many cases data
mining has been attacked when the real focus should be
either on, this is a difficult decision, we need to have
lots of review of this decision, or it’s about the data
collection because people, for potentially very good
reasons, are concerned about data collection. And at that
level, we should say, yes, there should be great scrutiny
and attention and concern and security about the data sets.

That is a somewhat separate question from how we analyze
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the data.

Mr. Swire: Hi. Peter Swire, Ohio State
University and Center for American Progress. 1 want to —-
your slide about subject-based versus pattern-based and how
that’s not a useful distinction even though it’s one that’s
used in almost every meeting on the subject. So at some
level 1t’s clearly right that in the database there’s going
to be information about individuals and information about
actions, and if it’s just rows and columns it’ll all be in
the same database so there’s no real distinction. And that
sounds like part of what you were saying, that at some
important level you can’t make this distinction. But for
the overall process that any government agency is involved
in, which is collection, through what you call data mining
through decision-making. Subject-based versus pattern-
based is a huge deal, so you can only go into somebody’s
house with probable cause and a warrant, you can only do a
wiretap 1If you have whatever Title 3 requires, you can only
get their phone records If the historic Communications Act
has been met, you can only take certain actions such as
arresting people, which is an important moment when the

state acts based on certain thresholds. So when we’re
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we’re sort of concerned about, having an investigation
based around an individual when there’s enough reason for
suspicion, or having us look at everybody and 300 million
people and start to do things is a very different set of
legal rules and consequences. So I’m trying to understand
how strong and how broad your claim is that this
distinction doesn’t work. 1Is it that there’s ten steps iIn
the overall decision-making, and step number four is data
mining the way you say it, and at step number four they’re
all in one database, but for the other nine steps it might
matter. Or are you saying much more broadly we should try
to purge subject-based versus pattern-based from the whole
discussion about how to do the sorts of things government’s
up to here?

Mr. Jensen: Well, at least my initial claim
would be the second. That it really is not useful, and let
me give an analogy. Let’s say a police officer is walking
down the street and sees some conduct and decides to
investigate. He has just done pattern-based inference. He
has seen conduct that fits some pattern in his head that

says, that is very likely, highly probably to be associated
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with something that is illegal that I need investigate.
Granted, the number of individuals in his or her field of
view may only be 100 or 1,000 or 10,000 if he or she is at
a, you know, a large public event. But nonetheless, there
is an iInference process occurring there based on knowledge
about what is frequently associated with something illegal.
I don’t see any difference in kind between that activity
and the activity that we -- the kind of inference that
would happen in a database. It produces a subject-based
concern based on knowledge about statistical associations.
I also think that there’s an advantage and, really, we can,
you know, go into extreme measures here, but 1 think
there’s an advantage in being able to look at the
statistical model which is used In data mining inference
because it’s sitting there in front of you; you can examine
it, it’s possible to do judicial review on that particular
thing. 1t’s possible to audit it. |In contrast, if it’s in
somebody’s head exclusively, it’s much more difficult to
access and understand. There are special challenges, no
question, in understanding the mathematics of the
probabilistic models. But in terms of that subject-

based/pattern-based distinction, | don’t understand it.
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1’d be happy to talk more to try to understand it; it may
be my failing, but at least right now from a technical
standpoint, 1 don’t see the distinction as useful.

Ms. Szarfman: 1 enjoy your presentation
tremendously. My name is Ana Szarfman, I work at the Food
and Drug Administration and 1 have been doing data mining
using Bill DuMouchel’s method for over ten years now. 1In
the beginning, when people were seeing the outputs they
would say, the results are not useful because you are
showing us something that we already know. Then 1 started
making jokes that a computer never went to medical school,
and then this helped them to understand that this was an
independent look. And we were lucky because we were on
analyzing patterns of adverse drug reactions. Then the
(inaudible) biological framework, you know, in the -- drugs
had associated with indications that are used to treat
diseases, but the adverse events are also a result of the
chemical structure function. Then you can see that there
are relationship between molecules that share certain
chemical structure, then it was -- and now it’s accepted
and it’s being recommended by the Institute of Medicine.

We need to move into other databases, and we need to move



10

11

12

13

14

15

16

17

18

19

20

21

22

73

away from personal standards in doing data mining to
automation of the processes in a similar way that we are
doing (inaudible) medicine when we automate the analysis of
laboratory results. And we can -- we understand the
results and we can use them to practice medicine. Then
with adverse events, 1t’s an Immersion science, and we are
trying to move i1t into a more practical approach where we
can prevent and understand drug interactions and help
identify patients at risk, et cetera; it’s a different
problem than the one. How can we move into working with
electronic medical records and preserve the anonymous, you
know, the -- and be able to move into automation of the
analytical process while preserving the patient’s right for
privacy?

Mr. Jensen: Very good question. So there are --
as | have mentioned -- there are special techniques that
have been developed for anonymizing records but still
allowing statistical models to be derived from them. Or
you can work in a way in which clinical trials actually in
medicine are very frequently done, that there are a small
number of individuals who know medical details about

patients, but they are bound by privacy rules that prevent
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them from disclosing that information more widely. And the
electronic or paper records about those -- the outcomes of
those trials associated with individual identifiers is held
very closely.

In the NASD case we had the benefit that all
individual records that we analyzed are available publicly.
By the way, you can get the record about your stock broker,
your individual registered representative, online for free,
but you can’t get the entire database. However, we have
worked with other databases where we need to keep the
individual records private, and we have, you know, various
things like machines and other kinds of ways of
doing that. So I don’t think there’s a fundamental
challenge to doing it that’s any different than the kind of
medical privacy issues that come up in any clinical trial,
it’s just a matter of keeping those privacy and security
guidelines in place and adhering to them.

Ms. Szarfman: Thank you.

Mr. Jensen: There are some technical approaches
that also can be used, but those are -- 1 think many of
those are still on the very -- in the research phase.

We’re still getting there.
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Ms. Szarfman: Thank you.

Ms. Landesberg: do you have another question?

Please. We have time for one more.

Mr. Bain: Thanks. Ben Bain, 1°m a reporter with
Federal Computer Week. 1 was curious to maybe understand a
little bit more about when something becomes probable in
one of these models and when it’s actually actionable from
a law enforcement perspective, or when from -- in a legal
perspective you brought up Enron -- you can take one of
these pattern determinations and actually use it in a court
of law or, you know, a law enforcement official can use It.
Is 1t just something that’s, like, one of the tools that
can be used, or is it something that you can actually, you
know, use as a primary source of evidence or whatever might
be in a framework?

Mr. Jensen: So I know of no case -- and 1 would
be gravely concerned if | did know of one -- where the
output of a statistical model is alone sufficient to
establish anything like legal probable cause. [1’m not a
lawyer; I don”t know the necessary and sufficient
conditions for probable cause, but under no circumstances

would I want a statistical model making that decision
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because that ultimately is a decision as opposed to an
estimate. Probable cause says this has legal ramifications
and there should be a responsible party, and for good
reason we can’t make computer programs responsible parties
right now. There needs to be a human decision-maker. And
so in every case that | know about there are statistical
estimates, our contributors, to the reasoning of a person
when it concerns decision-making that has any kind of legal
or regulatory ramifications, and 1 think that’s absolutely
essential, extremely important. And the question then is
how do we integrate information appropriately, accurately
integrate information from statistical models into human
decision-making because 1t’s those individuals that are
responsible in the end.

Ms. Landesberg: Well, 1 hope you’ll join me in
thanking Professor Jensen for this excellent presentation.
[APPLAUSE]

We’re now going to take a break until 10:30.
That gives you about 11 minutes, by my watch, if you don’t
mind, so we’ll stay on schedule. There is a coffee shop
straight out the front door here, and restrooms to the

left. See you back here at 10:30.
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[BREAK]

PANEL 1: HOW DOES GOVERNMENT DATA MINING IMPACT
ON PRIVACY?

Ms. Landesberg: All right, everyone, let’s get
started with Panel 1 - the impact of government data mining
on privacy. 1 want to say a quick couple of words and
introduce the panelists and we’ll get going. |I’°m sure
we’re going to have a great discussion here.

I know I don’t have to really explain to anyone
here how vigorous the public debate is about privacy issues
posed by government data mining. And indeed, as we all
know, government data mining programs have been de-funded
in the past precisely because of privacy concerns. So one
of the things we’re hoping from this workshop is to bring
to light ways in which data mining can be done in privacy
protective ways. In order to do that, however, we must
begin with a clear understanding of how data mining affects
privacy. And to do that, we need to understand just what
the impacts are. There’s perhaps not as much clarity about
this as we might like, and this panel is charged with
articulating the actual and potential effects of data

mining on privacy. So it is my pleasure to introduce the
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experts who have agreed to take up this charge today.

Fred Cate, to my left -- and everybody I°m going
to announce just sequentially down the row here -- Fred
Cate is a Distinguished Professor, C. Ben Dutton Professor
of Law, Adjunct Professor of Informatics, and Director of
the Center for Applied Cybersecurity Research at Indiana

University.

Greg Nojeim is Senior Counsel and Director of the

Center for Democracy & Technology’s Project on Freedom,
Security, & Technology.

Christopher Slobogin is the Milton Underwood
Professor of Law at Vanderbilt University Law School.

Peter Swire is the C. William O’Neill Professor
of Law at the Moritz College of Law of the Ohio State
University, and a Senior Fellow at the Center for American
Progress.

And Barry Steinhardt is Director of the American
Civil Liberties Union’s Program on Technology and Liberty.

I have challenged the panel today to be very
specific about data mining’s impacts on privacy and how
those could change over time. 1 have some questions to

pose, but I1’m also inviting the panelists to question each
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other so we have a precise and detailed record on the
privacy impacts. We’ll also have some time for questions
from all of you, at the end of the panel -- and 1’11

let you know when it’s time to come to the mic down in
front to ask your questions.

So we’re going to get started. Chris, 1°d like
to start with you, and then Fred. How do the types of data
mining research that Dr. Jensen has just described impact
on privacy? Do they all impact privacy in the same way?

Mr. Slobogin: Well, first of all, 1 want to say
I thought Dr. Jensen’s talk was fabulous. He did a very
good job spitting out definitionally what data mining is
all about, but now I want to ignore almost entirely what he
said. Unfortunately, data mining is a very amorphous
phrase; it’s been -- and that word has been applied to many
different kinds of government investigative techniques,
including the distinction that Dr. Jensen dismissed, that
is the subject for what 1 call target-driven investigation
of data mining as opposed to event-driven or pattern-based
data mining.

So what 1°m going to do first is just mention

three categories of data mining and then answer Martha’s
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specific question about what the harms that can be caused by
data mining are, especially the harms to privacy. There is
subject-based or target-driven data mining. This is when
the government has a suspect and is using databases to get
as much information as it can about the suspect. An
example of this is the reveal program that’s been operated
by the federal government for some time; it connects up 16
different databases, the FBlI and other government
organizations use it, get as much information as they can
about suspects. Some of the databases included are the
Social Security Administration’s database and the IRS
database; MATRIX is a state analog to that kind of target-
based data mining. You may have heard of that particular
kind of program.

The second kind of data mining is what could be
called match-driven data mining. This is where the
government knows that a particular person is up to no good,
perhaps through searches of databases, and now has created
a list of these people who are up to no good, and attempts
then to match people at airports and other locales to this
list. The most obvious example of match-driven data mining

is the Terrorist Watch List, a list of individuals who are
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thought to be terrorists. And that list is used ailrports
and other venues to determine if a person matches that
list.

And finally, there is pattern-based, or what 1
call event-based data mining. This is when the government
does not have a suspect but has an event, either one that’s
already occurred or one that they’re fearful will occur,
and has a profile of a potential perpetrator of that past
event or future event, and uses that profile and a data
mining endeavor to figure out who the perpetrators might
be.

Now, what are the harms of these various kinds of
data mining programs? 1 guess if | were going to be a
counter-advocate, a person who would dismiss the privacy
harms of data mining, | would compare data mining to a
search of a house, which is of course the classic police
investigative technique. Data mining is covert. All
right. People don’t know it’s happening most of the time.
Suspects are not aware they’re suspects, unlike with a
house search where the police are in your bedroom, in your
living room, going through your belongings. 1It’s not

physically intrusive. The physical intrusion concept is one



10

11

12

13

14

15

16

17

18

19

20

21

22

82

that has been very important to the United States Supreme
Court and to find during the scope of the Fourth Amendment,
and in fact, very often people have no idea that data
mining is going on unless and until government officials
decide to use information to either interview or arrest the
individual, which often does not happen. So one argument
might be there i1s no real significant privacy harm most of
the time to the data mining programs that the government
uses. It’s only rarely that there’s concrete harm to
individuals. Well, 1 want to dispute that notion. 1 think
there are three different kinds of harms: one is good faith
use of information obtained from data mining using
inaccurate information -- good faith reliance on inaccurate
information; the second is bad faith reliance on accurate
information; and the third is what Dr. Jensen called
mission creep.

Okay. So with respect to the first kind of harm,
that is good faith use of iInaccurate information. And the
target-based or suspect-based data mining scenario, what
can happen is the government can either interrogate or
actually even arrest an Innocent person based on inaccurate

information. How might this happen? Well, we all know
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databases can be corrupt. There can be erroneous input,
there can be a lack of compatibility between databases that
results in an erroneous output, there can be misspelled
names - something as simple as that can result in erroneous
information. As a result, there can be people who are
actually interrogated or even arrested erroneously. Now
how often does this happen? We don’t know. People don’t
keep records of this, in fact, perhaps on purpose we don’t
have record of this kind of thing. It is the case that
shortly after 9/11 based on various kinds of information
sources, the government did arrest some material witnhesses,
over 70 people, who were detained from one month to one
year, virtually all of whom have since been released. Now,
was all this due to data mining? Not necessarily, but this
is -- my point is that there can be actual physical
intrusions -- physical interrogations and arrest of
individuals based on faulty information.

It’s even more obvious how erroneous information
can affect match-driven data mining. You all are probably
aware of the Terrorist Watch List which now has grown to
over 750,000 people. Over 30,000 of those people have

asked that their names be removed, presumably on the theory
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that they are not terrorists or remotely connected to
terrorists. You may be aware of the story that just came
out on July 16th of -- the headline read, “Former Assistant
AG Winds up on the Feds Terrorist Watch List. The Justice
Department’s former top criminal prosecutor says the U.S.
government’s Terror Watch List likely has cost thousands of
innocent Americans to be questioned, searched, or otherwise
hassled. Former Assistant Attorney General Jim Robinson
would know, he is on of them.” Okay. So this is obviously
one of the harms that can occur though erroneous
information in connection with match-driven surveillance.
Then what about event-driven or pattern-based
surveillance? Well, here we have the false positive
problem that Dr. Jensen referred to. And without
going into a lot of detail I think a lot of the other
panelists will talk about this, 1 think it’s unfair to even
-- It’s Incorrect to even characterize pattern-based
surveillance with respect to terrorism as looking for a
needle in a haystack. 1 think it’s closer to looking for a
needle in a needle stack. It’s very, very difficult to
obtain a profile of terrorists that comes anywhere near

being accurate. The false positive rate is extremely high
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in that particular situation.

Have there been any concrete harms as a result of
the high false positive rate? Well, again, 1 can’t tell
you for sure. |1 can tell you that shortly after 9/11 there
were 15,000 Arab-Americans who were interrogated by
the FBI1 based on various sources of information as the FBI
showed up in their homes and asked them questions. Now,
that’s not an arrest but it is intrusive, It is
stigmatizing.

Okay. The second category has to do with bad-
faith actions based on accurate information. What can
happen here? A number of different kinds of things. One
particular kind of harm that I might call quasi-bad-faith
actions by the government has to do with the use of
National Security Letters, which many of you have heard of.
The FBI and other government organizations have been very
vigorous in using National Security Letters to obtain data
about financial transactions and other kinds of
information. They’re very easy to obtain, and yet
according to the Office of the Inspector General, based on
his reports there have been scores of irregularities

involving these National Security Letters, including
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improper authorizations, no authorizations, improper
requests. Why does this happen? 1 call it the Jack Bauer
syndrome. We know the agents are telling themselves, “We
know the guy is bad; let’s not worry about going through
channels. This guy’s a bad actor; we don’t have to worry
about all of the usual procedures in order to get him.’
The problem is even though Jack Bauer apparently is always
right, the FBI isn’t always right and so we have these
irregularities that have been discovered by the Office of
the Inspector General.

Then there’s real bad faith. I would call that
quasi-bad-faith because I think the agents involved think
they’re doing the right thing, they’re just ignoring some
of the procedures. Real bad faith of course involves using
data mining information for blackmail, for settling
personal vendettas, and there are many, many reports of
this kind of thing going on. There have been criminal
prosecutions brought against managers of government
databases for misusing government information.

What about bad faith in connection with match-
driven as opposed to target-driven surveillance? Well I°m

not sure there has been any bad faith in terms of putting
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names on terrorist watch lists so I am curious why Ted
Kennedy was on the Terrorist Watch List. | doubt seriously
though that was due to bad faith, it was probably just
incompetence.

Then there are bad faith actions in connection
with event-driven or pattern-driven surveillance. The main
problem here is that these particular kinds of programs --
Total Information Awareness probably being the classic
example, the one everyone knows about, results in, as Dr.
Jensen said, accumulation -- or suggested, can result in
the accumulation of huge amounts of information, thus can
be a goldmine for hackers, for identity thieves, and for
government officials who again want to use the information
for personal vendettas.

And then finally, the last kind of harm has to do
with mission creep. And again, and in all three categories
of data mining, 1 think you have huge problems. Let’s
assume that the original mission is getting terrorists.

How can target-driven surveillance result in mission creep?
Well, It can start by going after terrorists but then
slowly but surely given the accessibility of the

information, it can move to an attempt to ascertain Arab-
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Americans who may be suspicious but not in any specific
way. Databases have also been used to identify protestors,
anti-war protesters. And in fact, there are many reports
of data mining procedures being used iIn this way to track
people who have been exercising their First Amendment
rights. The way | would categorize this particular kind of
use of data mining is going after people who are suspected
of being suspicious. Okay. It’s not actual suspicion, but
rather people who are suspected of being suspicious. It’s
suspicion once removed.

Match-driven data mining can also be subject to
mission creep. The original watch lists of course were
focused on terrorists, but now they’re being used to nab
illegal immigrants, deadbeat dads, and so on.

Event-driven or pattern-based surveillance can
also be subject to mission creep. And in fact, 1 think
this is where you’re most likely to see it; we can start
with terrorist profiles, but slowly but surely, we’re
starting to see profiles about anything and everything.
Just to use one example, profiles of people who have prior

records, and then that information can be used to determine

who knows these people with prior records. And now we have
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the phenomena of calling circles, people who have called
people who are friends of people who have prior records.
And you can see here mission creep working in a geometric
way, expanding circles of information gathering designed to
get information about huge numbers of individuals. The
original purpose being going after terrorists, but the
ultimate purpose, the purpose that has now become -- at
least with respect to some data mining programs —-- much
larger than the original purpose.

Ms. Landesberg: Fred, what are your thoughts on
this?

Mr. Cate: Well, let me say first of all, I mean,
I echo much of what’s been said, including the comments
about the opening presentation in terms of the discussion
about a way of thinking about the data mining. And I would
like to echo that. | mean, your question was sort of the
range of harms, and