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EXECUTIVE SUMMARY

In today’s information environment, the way consumers view facts, define truth, and categorize various types of information does not adhere to traditional rules. The shift from print sources of information to online sources and the rise of social media have had a profound impact on how consumers access, process, and share information. These changes have made it easier for threat actors to spread disinformation and exploit the modern information environment, posing a significant threat to democratic societies. Accordingly, disinformation campaigns should be viewed as a whole-of-society problem requiring action by government stakeholders, commercial entities, media organizations, and other segments of civil society.

Before the 2016 U.S. presidential election, disinformation was not at the forefront of American discourse. U.S. government efforts in the disinformation arena had focused primarily on combatting transnational terrorist organizations. Social media companies were just becoming aware how their platforms empowered threat actors on a large scale. Mainstream media organizations were not yet plagued by accusations of spreading “fake news” and fears of concerted foreign efforts to undermine American society had not seeped into the consciousness of the general public.

Since the presidential election, disinformation campaigns have been the subject of numerous investigations, research projects, policy forums, congressional hearings and news reports. The end result has been a better understanding of the methods and motives of threat actors engaging in disinformation campaigns and the impact of these campaigns, which in turn has led to improved efforts to combat these campaigns and minimize the harm they cause.

Until the end of 2018, much of the work on disinformation campaigns was post-mortem—after the campaign had nearly run its course. At that point, the desired effect of the threat actor had been achieved and the damage done. Since late 2018, civil society groups, scholars, and investigative journalists have made great strides in identifying ongoing disinformation campaigns and sharing findings with social media platforms, who then remove inauthentic accounts. However, these campaigns are often identified after the disinformation has already entered and been amplified inside the information environment, too late to fully negate the harm.

The extent of private and public sector cooperation over the next five years to address targeted disinformation campaigns will determine the direction of the issue. We view this issue as a whole-of-society problem requiring a whole-of-society response. The purpose of this paper is to provide a framework for stakeholders to understand the lifecycle of disinformation campaigns, then to recommend a preliminary set of actions that may assist with the identification and neutralization of a disinformation campaign before disinformation is amplified within the information environment, thus mitigating its impact.

The framework recommends actions for a variety of stakeholders to combat targeted disinformation campaigns by neutralizing threat actors, bolstering social media technology to make it less susceptible to exploitation, and building public resilience in the face of disinformation.
We recommend:

- Support for government legislation promoting transparency and authenticity of online political content. We support passage of the Honest Ads Act, which would hold digital political advertising to the same disclosure requirements as those required for political advertisements on television, radio and print media.

- Funding and support of research efforts that bridge the commercial and academic sectors. Academic research efforts, armed with the appropriate real-world data from commercial platforms, could more effectively explore the trends and methodologies of targeted disinformation campaigns. This research could also help to better identify segments of the population most susceptible to disinformation campaigns and guide resources for media literacy efforts. This research should also include the development of technical tools to analyze disinformation across platforms and identify inauthentic content such as deep fakes.

- Establishment of an information sharing and analysis organization to bring together government entities, research institutions and private-sector platforms. The organization could facilitate information exchange through a trusted third-party. The organization could serve as an information center that would pool expertise and track disinformation trends and methods.

- Encouragement of media organizations to promote the need for healthy skepticism by their users when consuming online content. This includes providing media literacy resources to users and enhancing the transparency of content distributors.

- Expansion of media literacy programs to build societal resilience in the face of disinformation campaigns. Media literacy could be framed as a patriotic choice in defense of democracy. Public education through advocacy groups like AARP, which can tailor the message of media literacy for their members, could be an effective means of encouraging the adoption of healthy skepticism towards online information.

Scope

This paper was produced by the Combatting Targeted Disinformation Campaigns team, operating under the auspices of the Department of Homeland Security’s Analyst Exchange Program. The paper was developed based on open source research and interviews with identified subject matter experts. All judgments and assessments are based solely on unclassified sources and are the product of joint public and U.S. government efforts and do not necessarily represent the judgments and assessments of the team members’ employers.
DISINFORMATION OVERVIEW

Disinformation is not synonymous with false information or “fake news.” False information that is shared with others without the intent to mislead can be defined as misinformation. People share misinformation because they believe the information is true when, in fact, it is not.

On the other hand, the purpose of disinformation is to mislead. Disinformation is information created and distributed with the express purpose of causing harm.\(^1\) Disinformation is not necessarily false information. Even true information can be presented in misleading ways and thus form the grist of a targeted disinformation campaign.

A targeted disinformation campaign, in the context of this paper, is more insidious than simply telling lies on the internet. One untrue meme or contrived story may be a single thread in a broader operation seeking to influence a target population through methods that violate democratic values, societal norms and, in some jurisdictions, the law.

A disinformation campaign occurs when a person, group of people, or entity (a “threat actor”) coordinate to distribute false or misleading information while concealing the true objectives of the campaign. The objectives of disinformation campaigns can be broad (e.g., sowing discord in a population) or targeted (e.g., propagating a counternarrative to domestic protests) and may employ all information types (disinformation, misinformation, malinformation, propaganda, and true information). The target of a disinformation campaign is the person or group the threat actor aims to influence in order to achieve the campaign’s objective.

Targeted disinformation campaigns are not a new phenomenon and sophisticated ones follow a predictable progression. After establishing the objective, a threat actor follows distinct steps, discussed later in more detail: recon, build, seed, copy, amplify, and control to bring about an outcome. But first we will explore the history and impacts of these campaigns, the information environment that facilitates modern campaigns, and the motives of disinformation threat actors.

---
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**A Brief History of Influence Operations**

To understand the role of disinformation in contemporary society, it is helpful to look at examples of how national governments, non-governmental organizations, and informal groups of individuals in modern history have used influence operations to sway public opinion both domestically and internationally. In international relations, the very essence of “soft power” is the ability to influence other nations through persuasion and other non-coercive means.

Within democratic societies, public support for policy and legislative initiatives is often critical for the success of these initiatives. Eroding public support for U.S. involvement in the Vietnam War, not battlefield defeats, led to the eventual U.S. withdrawal from that conflict. For decades, the U.S. Department of Agriculture promoted healthy eating habits through publication and distribution of nutrition guidelines. In similar fashion, U.S. Surgeon General reports linking smoking and other tobacco use with cancer and other diseases, along with mandatory warning labels and limitations on advertisements for tobacco products, has helped lead to a precipitous decline in the U.S. smoking rate since the 1940s.

Nongovernmental organizations attempt to steer public opinion on a host of issues. Methods these organizations might use include editorials in newspapers, celebrity endorsements, chain e-mails, hosting public forums, publishing reports, organizing conferences, recording podcasts, and direct mail campaigns.

On the international front, within the U.S. Department of State, a core mission of the Bureau of Global Public Affairs is promotion of international support for the “values and policies of the United States.” Likewise, a core mission of the Peace Corps is “to help promote a better understanding of Americans on the part of the peoples served.”

Other countries, whether democratic or autocratic, also attempt to influence domestic and international audiences. Israeli Prime Minister Benjamin Netanyahu endeavored to undermine international support for the Iran nuclear deal. China has attempted to polish its international reputation by spending vast sums of money worldwide to promote Chinese culture and allay the concerns of other countries uneasy about Chinese economic and military ambitions. France has cultural centers in 137 countries to raise awareness of French culture. And Russia has attempted to portray itself as a viable alternative to the West.

Shaping public opinion through licit means is a legitimate function of government. However, there are many instances when governments have used illicit means to accomplish their objectives. During the First World War, false news stories about atrocities committed by the German Army served to demonize the

---


---

**AEP 2019 – Combatting Targeted Disinformation Campaigns**

---
enemy in the eyes of the British public. In the years leading up to the Second World War, a key objective of the Nazi propaganda machine was “to absorb the individual into a mass of like-minded people, and the purpose of the ‘suggestion’ was not to deceive but to articulate that which the crowd already believed.” Soviet disinformation campaigns, so-called “active measures,” were central to the Soviet Union’s efforts to increase its influence throughout the world and undermine the influence of its rivals. Soviet efforts to control the press of foreign countries, forge documents, and manipulate other countries’ societal infrastructure, including the academic, economic, and political spheres, were hallmarks of its organized disinformation efforts. During the Cold War, the Soviet KGB and East German Stasi peddled the notion that the U.S. Department of Defense genetically engineered the human immunodeficiency virus (HIV).

Impact of Disinformation Campaigns

The mere fact that domestic and foreign actors are engaging in disinformation campaigns against domestic audiences, especially during election cycles, is cause for concern irrespective of the success of these campaigns. Though it is often challenging to determine the full impact of disinformation campaigns, it is possible to identify, in some cases, short-term and long-term impacts. In the short term, targeted disinformation campaigns may:

- cause and exploit emotional reactions to sensational topics, causing disinformation to spread more rapidly than legitimate news.  
- aggravate existing societal fissures, inflaming ideological, political, gender-based, ethnic, and religious differences. This heightened state of agitation may fuel acts of harassment and violence.  
- increase health risks. Disinformation campaigns aimed at health issues and the provision of health care may lead to sudden changes in dietary habits, the adoption of treatments which have not been scientifically verified, and engender distrust in the advice given by medical professionals.  

---

13 Fletcher Schoen and Christopher J. Lamb, “Deception, Disinformation, and Strategic Communications: How One Interagency Group Made a Major Difference (Strategic Perspectives, No. 11),” Strategic Perspectives, June 2012, https://doi.org/10.21236/ada577586.  
harm the reputations of individuals, governments, companies, and other organizations, even if the disinformation is later proven false.  

cause panic that reverberates through financial markets and leads individuals to make unsound financial decisions.

The long-term effects of disinformation campaigns are potentially serious to democratic societies. While there is no sure-fire method to predict the outcomes of disinformation campaigns, based on the analysis of available literature and discussions with experts in the public and private sectors, there are a number of possible outcomes. In the long term, disinformation campaigns may:

- manipulate and further radicalize domestic audiences through impersonating and amplifying their existing messaging.
- blur the lines between authentic and inauthentic content. By mimicking legitimate sources of information, actors engaging in disinformation campaigns make it more difficult for individuals to distinguish truth from fiction.
- increase distrust of all online information sources. Disinformation campaigns make individuals less apt to view online news sources as credible and fact-based, potentially harming democratic outcomes since exposure to a variety of reliable information sources helps to fuel rational, informed decision-making. Absent reliable sources of information, individuals are more likely to succumb to decision-making based on emotional appeal and personal whim.
- undermine trust in democracy and confidence in the ability of government institutions to solve societal problems.

INFORMATION ENVIRONMENT

The Social Media Revolution

As the invention of the movable type machine in the 15th century revolutionized the way the public received and shared information, so did the invention and widespread use of social media platforms in the 21st century. Social media platforms have granted individuals the ability to create communities with other individuals who have shared views and ideologies far more easily than was possible before the emergence of these platforms.


This development has had far-reaching implications. For example, in the Arab world, online social networks fostered communities of individuals who shared grievances against their governments. This virtual collaboration led to plans to rise up against these governments. The ensuing uprisings resulted in a change of government in Tunisia, Libya, Egypt, Yemen, Sudan, Iraq, and political and economic concessions from the governments in Algeria, Oman, Bahrain, Morocco, and Saudi Arabia.28 In a very real sense, without online social networks, the Arab Spring would not have occurred.

The development of mobile technologies with messaging platforms that are wifi-enabled and cellular-enabled has led to an explosion of interconnectivity. More than five billion people are estimated to own mobile devices and more than 50% of these devices are smartphones.29 With these new technologies, individuals and groups can rapidly share content, including disinformation. This content includes messages from individuals or groups, hyperlinks to media articles, and other web content such as images and video. However, these messaging platforms may mask the identity of the sender and thus facilitate the spread of disinformation. Information shared via these messaging platforms is generally not vetted for accuracy, which makes these platforms prime candidates for exploitation by threat actors. Furthermore, end-to-end encryption on these messaging platforms can prevent the platform host from being able to moderate the content that flows through the platform.

For example, in 2017, the spread of false information led to acts of violence in India when false information about a purported gang of child kidnappers was disseminated on WhatsApp, a mobile messaging service used by over 200 million people in India.30 Misinformation-fueled mobs killed seven people in the Indian state of Jharkhand.31

How Social Media Platforms Enable Disinformation Campaigns

Since the rise of social media, threat actors, whether individuals, nation-states, or other organized groups, have exploited the information environment on an unprecedented scale. Unlike the publication and distribution of print sources, which require publishing houses, editors, proofreaders, promotional advertisements, and bookstores, online information does not require an intermediary between content creator and consumer. As public confidence in mainstream media outlets has waned, interest in social media platforms and other online forums that offer uncensored communication channels to share ideas and commentary has increased.32

Though these platforms typically do not require payment from users in order to establish an account or access content on the platform, they are not cost-free. In exchange for granting users free access to these platforms, platform owners gather user data that enable advertisers to tailor online advertisements to known user preferences. In this arrangement, users are spared from content they have little interest in, platform owners can study user behavior to determine how to maximize the time users spend on the platform, and advertisers can serve up content more likely to engage users.

---

The key to this system is the attention of users. The more alluring the content, the greater the time on the platform, and thus the greater the potential profit. Therefore, social media platforms have an incentive to provide their users with an array of clickbait because doing so increases the revenue generated by selling online advertisements.

By customizing user content, a platform effectively connects users with others who share similar views and interests. These platforms stoke the curiosity of users who want to discover what other users like them are wearing, watching, reading, and thinking. The algorithms that determine what content will be displayed to individual users are designed to feed users more of what they want to know, not necessarily what they should know. The end result of this process is the creation of “echo chambers” where content inconsistent with a user’s preferences fails to appear in his or her newsfeeds and other content-distribution channels.

For many people in the United States, social media platforms have become an important source of news. According to the Pew Research Center, in 2018, less than 38% of any segment of the U.S. population relied often on print newspapers. Only 16% of Americans between the ages of 18 and 29 relied often on television news broadcasts; whereas 36% of this demographic group relied often on social media for news. Overall, 68% of Americans get news on social media from time to time. Forty-three percent (43%) of Americans get news on Facebook.

The customization of content on social media platforms makes these platforms especially susceptible to disinformation campaigns. Users can share information online easily and quickly, often doing so without verifying the accuracy of the shared information. Although 79% of U.S. adults believe that steps should be taken to rein in fake news stories, 23% have shared fake news, knowingly or unknowingly, with friends and other people online. Because search algorithms provide results tied to prior online behavior, search
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35 Lee Ross (professor of psychology, Stanford University), in discussion with the authors, June 27, 2019.
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returns will likely conform to users’ preexisting biases. This content will seem more credible, at least initially, than content that flies in the face of these biases. The desire of users to distinguish fake news from real news is often minimal when the news is emotionally compelling. In the eyes of the user, the emotional appeal of the information may outweigh an interest in its trustworthiness.

As information is shared from user to user, the cumulative impact of this sharing may seem to render this information more legitimate due to the fact that so many users have shared it. In other words, “if you make it trend, you make it true.” Popularity trumps accuracy.

Threat actors take advantage of the design of social media platforms and how users share information to target specific users and groups with disinformation in the hope that these users will spread this disinformation throughout the information environment. The easy transference of online information between users and platforms increases the effectiveness of modern disinformation campaigns.

During the 2016 U.S. presidential election campaign, the Internet Research Agency (IRA), based in Russia, created fake social media accounts by pretending to be U.S. citizens, operated fraudulent social media pages, and formed phony online groups all designed to attract U.S. audiences. On Twitter alone, the IRA created approximately 3,000 fake accounts that posted over 10 million tweets. These accounts had over 6.4 million followers and followed 3.4 million other Twitter accounts.

By capitalizing on divisive U.S. political and social issues and identifying U.S. audiences vulnerable to manipulation on social media, the IRA drew the attention of users with tantalizing content and was able to insert disinformation into the information environment where it spread rapidly and eventually metastasized to other social media platforms. Mainstream news outlets, which monitored social media platforms for trending topics and reported on those topics, expanded the reach of this disinformation, highlighting how the ease of information transfer facilitates the effectiveness of modern disinformation campaigns.

THE MOTIVES OF THREAT ACTORS

The sheer volume of information on the internet makes any attempt to rid the internet of inaccurate information, fake news, doctored audiovisual media, disinformation, or any other undesirable content a Herculean, if not impossible, task. Therefore, government and industry leaders must focus their resources on identifying and neutralizing the greatest threats. One way to assess and prioritize threats is to identify suspected disinformation threat actors through understanding the motives for their campaigns.


Understanding why a piece of disinformation is directed at a specific audience will provide purchase on how to direct resources to negate the actor and mitigate the campaign.

Once one understands the motives of a threat actor, one may gain clarity on the objectives of specific disinformation campaigns, thus providing insight into how to neutralize the campaign and better predict the events and audiences who could be targeted in the future. The motives for disinformation campaigns are diverse and often mixed. Motivations can be financial (e.g., Macedonian threat actors’ scheme to create ad revenue through incendiary content about a U.S. election53), political (e.g., push polling to plant false information in the minds of potential voters54 or interest groups creating false social media content about an opponent to divide a voting bloc55), ideological (e.g., disagreement over a corporation’s use of a social issue in its advertising, see Nike example below), legal/reputational (e.g., defense lawyers preventing reputational harm for a high-profile client and/or perpetrating harm against a defendant56), or a combination thereof.

The following two pages offer case studies of disinformation threat actors motivated by different factors — the first, a nation-state motivated to slow the economic and technological progress of its adversaries (Russian Promotion of 5G Dangers); the second, ideologically-motivated actors conducting a low-budget campaign to tarnish a major corporation (Campaign to Damage Nike Brand).


RUSSIAN PROMOTION OF 5G DANGERS

Starting in 2018, Russia has supplied foreign audiences with disinformation about the supposed health dangers of 5G cellular signals. This disinformation campaign capitalizes on anxieties about radio waves causing cancer and other bodily damage.

Russia has used its RT America network to target Americans with a series of stories and news reports about the health hazards of 5G cellular signals. Inside Russia, RT reports on the scientific consensus that 5G signals promote human health; outside Russia, it reports that 5G cellular signals are more dangerous than existing 3G and 2G signals. By relying on a number of so-called experts on the topic, Russia has promoted the notion that scientific controversy surrounds the issue, even though there is consensus in the scientific community that 5G signals are safe. The resulting public concern has possibly slowed the implementation of 5G technology in the West, stymied the business plans of Russia’s economic competitors, and thus given Russian companies more time to establish their own 5G networks.

Sources:


DeeRN, Twitter Post, April 8, 2019, 10:36 PM, https://twitter.com/DeeNurseRN/status/1115443371298967552.
CAMPAIGN TO DAMAGE NIKE BRAND

Right wing actors, unhappy about Nike’s featuring of former NFL quarterback Colin Kaepernick in a 2018 advertising campaign, sought to discredit and undermine Nike’s brand reputation. Kaepernick was controversial for his refusal to stand during pregame renditions of the national anthem in protest of what he saw as police brutality and systemic racism in America. After the Nike commercial aired, the disinformation threat actors created, posted, and spread fake Nike coupons featuring Kaepernick’s picture and offering 75% discounts on Nike products for “people of color.”

The threat actors weaponized an existing controversy to do economic harm to a corporation with whom they disagreed. They deliberately manufactured false information (the coupon) in a low budget operation to advance a narrative that Nike is overtly political, biased, and even un American. Therefore, consumers should avoid Nike products. Although the campaign, per se, may not have done lasting damage to Nike, it shows the susceptibility of public corporations to low budget actors who can create and advance false information about an existing controversy.

Sources:

Attribution

Ascertaining the intent of a threat actor can be difficult if the identity of the threat actor is not known. Attributing a targeted disinformation campaign to a specific threat actor is often a painstaking process.

Developments in technology and tactics that help mask the identity of threat actors outpace developments in technology and tactics that unmask these threat actors, especially as threat actors become more adept at exploiting authentic users. The process of assessing the threat actor can be facilitated by making three preliminary determinations: (1) Is the threat actor based inside or outside the United States?; (2) Is the threat actor a nation-state, backed by a nation-state, or independent of a nation-state?; and (3) Is the purveyor of disinformation a witting or unwitting agent?

Domestic or Foreign-Based: The physical location where the disinformation originated may offer some clues as to the motives of the threat actor. A targeted disinformation campaign that originates in Mississippi whose purpose is to enflame racial tensions in the United States will have different implications than an identical campaign that originates in Tehran. Fixing the location where the disinformation originated will also help to determine which responses to the disinformation are available and which entities are best suited to respond.

State or Non-State Affiliation: State-sponsored threat actors generally have more resources available to conduct disinformation campaigns than threat actors not backed by nation-states and therefore the resources to sustain and protect these campaigns over an extended period of time. Different tools are available to respond to the actions of nation-states, as opposed to the actions of non-state actors. The former is a matter of international relations and national security; the latter may be best addressed through the criminal justice system.

Witting or Unwitting Agents: Threat actors are witting purveyors of disinformation—people or entities directly supporting a disinformation campaign and aware of the campaign’s malign motives. Threat actors should be distinguished from unwitting agents, people or entities supporting a disinformation campaign while unaware of the malign motives underlying the campaign. A “useful idiot” is a type of unwitting agent who is perceived to be sympathetic to the actor’s cause, but does not comprehend the objectives of the campaign. Unwitting agents often spread disinformation not knowing that he or she is participating in a disinformation campaign. Responses to the different threat actors will vary depending on their level of intentional involvement in the targeted disinformation campaign.

The Role of Bots in Disinformation Campaigns

Threat actors can amplify disinformation through the use of bot networks, social media followers, or pre-established accounts. Bots are computer algorithms designed to execute specific online tasks autonomously and repetitively. They simulate the behavior of human beings in social networks, interacting with other
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users and sharing information and messages.\(^{61}\) Millions of bots spread information on social media platforms such as Facebook, Twitter, and Instagram. According to a 2017 estimate, there were 23 million bots on Twitter (around 8.5% of all Twitter accounts), 140 million bots on Facebook (up to 5.5% of all Facebook accounts) and approximately 27 million bots on Instagram (8.2% of all Instagram accounts).\(^{62}\) These three platforms alone contained 190 million bots—more than half the number of people who live in the entire United States.\(^{63}\) These zombie-like accounts often sit dormant, waiting for external activation to begin their preassigned tasks on the platform. Bot accounts are advertised and sold legally on a number of websites. See the table below for an example of publicly available plans to purchase bots.

![Table of bot accounts for sale](https://www.compraseguidores.com/en/buy-fake-followers/)


**DISINFORMATION KILL CHAIN**

The “connectedness” of modern society and the free availability of content distribution platforms has greatly increased the scope, scale, and speed of disinformation campaigns. Disinformation campaigns are not a new phenomenon. While the scale of attack, scope of impact, and speed of execution of modern disinformation campaigns have brought new attention to the issue, the fundamental elements of such campaigns pre-date the internet. The cyber kill chain model\(^{64}\) serves as an inspiration for the following framework, which outlines the basic structure of these campaigns.

---


Campaign objective: A threat actor starts with an objective, such as changing a population’s opinion on a topic (Brexit, war in Syria, Hong Kong protesters), steering voters toward a preferred candidate, or offering a counternarrative to the status quo.

1. **Reconnaissance**: Analyze target audience and how information flows through the target’s environment, identify societal fissures to exploit, and design campaign execution plan.

2. **Build**: Build campaign infrastructure (computing resources, operational staff, initial accounts, personas, bots, and websites). Sophisticated threat actors may prepare the environment through tailored diplomatic, propaganda, and/or official messaging.

3. **Seed**: Create fake and/or misleading content, then launch campaign by delivering content to initial seeding locations such as online forums or social media platforms. Delivering content to multiple locations using different accounts can create the illusion that there are multiple sources for a story.

4. **Copy**: Write articles, blogs, and/or new social media posts referencing the original story. Witting agents can assist by using their media platforms for seemingly authentic distribution. The copy phase is a form of “information laundering,” laying the groundwork for amplification by adding legitimacy to poorly sourced stories.

5. **Amplify**: Amplify content by pushing the story into the communication channels of the target audience. The use of bots and inauthentic accounts help provide momentum, then the content may be distributed by other witting agents (quasi-legitimate journalists) and unwitting agents (useful idiots). Successful amplification will result in the content being distributed by authentic voices, such as the mainstream media, which provides a trending effect and subsequent amplification by other unwitting agents and the target audience (i.e., now the unwitting audience is spreading misinformation because they do not know it is false and want to be helpful by informing their peers).

6. **Control**: Control the effect and manipulate the target’s reaction by infiltrating conversations about the content. Incite conflict and/or strengthen the illusion of consensus by trolling comment sections of online posts. If a threat actor is accused of propagating disinformation, he or she may deny it vehemently, offer a counternarrative, and/or accuse an opposing party of planting the story.

7. **Effect**: Target actualizes the desired effect, such as voting for a preferred candidate, expressing behavior against a preferred group, or losing faith in the very idea of truth.
A threat actor may skip steps in this process, but doing so can reduce the effectiveness of the campaign and make it more difficult to mask the identity and objectives of the threat actor. Well-resourced threat actors may support and enable their campaigns through use of the entire influence toolkit, including economic and diplomatic activities, public relations, and espionage.

**Case Studies**

Below are two examples of disinformation campaigns executed by state-sponsored threat actors, which illustrate the phases of the disinformation kill chain.

In the first example, a fake story about the purported political assassination of Seth Rich, an employee of the Democratic National Committee (DNC), made its way from a Russian propaganda and conspiracy website, through Fox News, and into mainstream American discourse. It is important to note that Seth Rich’s murder has remained unsolved, but no evidence has emerged which suggests that his death was a political assassination. The Rich family sued Fox News for “intentional infliction of emotional distress.”

Fox News later retracted the article, saying “the article was not initially subjected to the high degree of editorial scrutiny we require for all our reporting.” Despite the retraction, high-profile Fox News personalities continued to discuss the conspiracy. After it trended, it was “true.” Examples of content from the Seth Rich conspiracy are followed by an outline of the campaign (note the involvement of Russia’s UK Embassy):

---


---
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Russian Embassy, UK

#WikiLeaks informer Seth Rich murdered in US but 🇬🇧 MSM was so busy accusing Russian hackers to take notice.

WHO KILLED SETH RICH?

4:13 AM - 19 May 2017

6,819 Retweets 7,703 Likes

Sean Hannity

@seanhannity

Congress, investigate Seth Rich Murder!
@JulianAssange made comments u need to listen to! If Seth was wiki source, no Trump/Russia collusion

Kim Dotcom

@KimDotcom

Excellent and comprehensive reporting of FACTS. #SethRich twitter.com/cassandrarules...

2:42 PM - 21 May 2017

13,317 Retweets 21,045 Likes

WikiLeaks

@wikileaks

ANNOUNCE: WikiLeaks has decided to issue a US$20k reward for information leading to conviction for the murder of DNC staffer Seth Rich.

5:58 AM - 9 Aug 2016

11,170 Retweets 11,372 Likes
### CASE STUDY

#### Seth Rich Murder (2016)

<table>
<thead>
<tr>
<th>AFFILIATION</th>
<th>TARGET AUDIENCE</th>
<th>OBJECTIVE</th>
<th>MOTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>State-sponsored</td>
<td>US population</td>
<td>Counternarrative: Deflect special counsel investigation; if Seth Rich leaked the emails, then Russia wasn't involved with the DNC hack</td>
<td>Political</td>
</tr>
</tbody>
</table>

| NARRATIVE | Seth Rich was a staffer for the Democratic National Committee; he leaked DNC emails to Wikileaks and planned to report wrongdoing by the Hillary Clinton campaign to the FBI; Clinton-affiliated assassins murdered him. |

<table>
<thead>
<tr>
<th>PHASE</th>
<th>PRIMARY PLATFORM</th>
<th>PHASE DESCRIPTION</th>
<th>AGENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seed</td>
<td>SVR bulletin; whatdoesitmean.com</td>
<td>SVR circulates fictitious intel report about the murder; citing &quot;Russian intelligence,&quot; an article is published to an obscure website suggesting Rich was murdered by Clinton assassins; website is known source for Russian propaganda</td>
<td>threat actor</td>
</tr>
<tr>
<td>Copy</td>
<td>Reddit; alt-right sites; Twitter; RT; Sputnik</td>
<td>Rich conspiracy story posted on Reddit and Twitter</td>
<td>threat actor; writing agents; unwitting agents</td>
</tr>
<tr>
<td>Amplify</td>
<td>Twitter; Facebook; YouTube; InfoWars; America First Media; Fox News</td>
<td>IRA bots repost story en masse; writing and unwitting agents retweet; alt-right websites aggressively push the story; Fox News picks it up and amplifies to mainstream US audiences</td>
<td>threat actor (bots); writing agents; unwitting agents</td>
</tr>
<tr>
<td>Control</td>
<td>Twitter comments; Fox News; YouTube; alt-right sites; RT; Sputnik</td>
<td>Bots &amp; trolls infiltrate organic online conversations discussing the story to sow divisions; Julian Assange suggests Seth Rich was source for Wikileaks; Fox News continues to push the story; after Yahoo News report about SVR as source of conspiracy, a new disinformation effort begins to counter that narrative</td>
<td>threat actor (bots &amp; trolls); writing agents; unwitting agents</td>
</tr>
</tbody>
</table>

Sources:


The second example is the disinformation campaign launched against protestors in Hong Kong in 2019. Facebook and Twitter revealed that they had removed or suspended over 200,000 fraudulent accounts that were circulating information to discredit individuals and groups that had been protesting against the extradition bill pending in the Legislative Council of Hong Kong. This campaign, sponsored by the Chinese government, sought to discredit the protestors and the larger pro-democracy movement in Hong Kong. The fraudulent accounts, some of which claimed to be users with American identities, pushed narratives praising the police and depicting the protestors in Hong Kong as cockroaches and terrorists. The following are two disinformation items used in the campaign against the Hong Kong protests.

---


<table>
<thead>
<tr>
<th>CASE STUDY</th>
<th>THREAT ACTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hong Kong 2019 Protests</td>
<td>Chinese Government</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AFFILIATION</th>
<th>TARGET AUDIENCE</th>
<th>OBJECTIVE</th>
<th>MOTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>State-sponsored</td>
<td>Worldwide Audience</td>
<td>Discredit the Pro-Democracy Movement</td>
<td>Political</td>
</tr>
</tbody>
</table>

**NARRATIVE**

Individuals protesting the previously proposed extradition bill in Hong Kong are not credible and destructive to China.

<table>
<thead>
<tr>
<th>PHASE</th>
<th>PRIMARY PLATFORM</th>
<th>PHASE DESCRIPTION</th>
<th>AGENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seed</td>
<td>Facebook, Twitter</td>
<td>Set up fake profiles as Americans from Nevada, Ohio, and Texas with mainstream conservative views.</td>
<td>Chinese government; witting agents</td>
</tr>
<tr>
<td>Copy</td>
<td>Facebook, Twitter</td>
<td>Create approximately 20,000 additional accounts to propagate similar information across platforms</td>
<td>Witting agents; unwitting agents</td>
</tr>
<tr>
<td>Amplify</td>
<td>Twitter, Facebook, including paid advertisements from Chinese state-run media (China Daily, Xinhua News, and CGTN)</td>
<td>Bots and other user accounts repost story en masse; witting and unwitting agents retweet</td>
<td>Witting agents; unwitting agents</td>
</tr>
<tr>
<td>Control</td>
<td>Facebook, Twitter</td>
<td>In response to the campaign, Twitter and Facebook shut down thousands of accounts. Twitter closed nearly 1,000 active accounts that were part of the operation and roughly 200,000 it said amplified and supported the campaign. Facebook closed five accounts, seven pages and three groups on its platform. Facebook said that the pages it removed had about 15,500 accounts following one or more pages, while 2,200 accounts joined at least one of the groups.</td>
<td>Chinese government (bots &amp; trolls); witting agents; unwitting agents</td>
</tr>
</tbody>
</table>

Sources:

**COMBATTING THE ISSUE**

The rapid pace of innovations on social media platforms, the shifting tastes of users who skip from one platform to another, and the immense array of content on social media, and comparable forums make it extremely challenging for government entities and platform owners to monitor and regulate inauthentic behavior. Since no government or platform owner has unlimited resources to devote to combatting disinformation campaigns, the amount of effort and resources required to keep pace with ongoing campaigns detracts from the capacity to develop strategies and technology that might prevent future disinformation campaigns or mitigate the damage these campaigns might cause. Before turning to a response framework to combat disinformation campaigns, we will review current efforts by some of the major stakeholders.
Social Media Platforms

While some major social media platforms have taken steps to limit disinformation on their platforms, these steps, in general, have been reactive in nature. The use of third-party fact checkers and the development of techniques to detect inauthentic accounts are examples of such steps.69 During elections, Facebook has established “war rooms” to identify and respond to disinformation found on the platform.70 Google has committed to sharing information concerning disinformation campaigns with law enforcement and other platforms when encountered.71 However, these platforms are currently fighting a losing battle. As soon as one disinformation campaign is dismantled or inauthentic account deleted, another rears its ugly head, forcing the platforms to engage in a perpetual game of “whack-a-mole”.

Social media platforms are also implementing more proactive measures to combat disinformation campaigns. Facebook and Instagram now permit organizations, which buy political ads or issue-oriented ads on these platforms, to run these ads only under the identities that the platform has first verified.72 Following the takedown of the Hong Kong protest disinformation campaign described above, Twitter updated its advertising policies whereby it “will not accept advertising from state-controlled news media entities. Any affected accounts will be free to continue to use Twitter to engage in public conversation, just not our advertising products.”73 Since social media platforms have a financial incentive to permit content that attracts user attention, whether factual or false, they are unlikely without external pressure to fundamentally adjust their business models.74

Government

In many respects, government entities have a far more powerful and extensive arsenal with which to combat targeted disinformation campaigns than social media companies. Governments can impose economic sanctions and civil fines, arrest and prosecute, limit international travel, seize websites, and withdraw tax-exempt status. Governments can also attempt to pressure social media companies to modify their practices by exposing these practices to public scrutiny.75 However, constitutional and other legal guarantees of free speech constrain government efforts to regulate the content of online information.

The U.S. government’s approach to combatting disinformation campaigns includes the establishment of special units whose focus is to counter foreign influence and share threat information with the private sector. Additionally, there is growing support for amending Section 230 of the Communications Decency Act, which could potentially make social media platforms civilly liable for content that users post on these platforms.


AEP 2019 – Combatting Targeted Disinformation Campaigns
Citizenry

The brunt of the effort to combat disinformation campaigns ultimately falls on the users of social media platforms and other online forums. Without users willing to endorse and share disinformation, disinformation campaigns would be deprived of the fuel that powers them—“We have met the enemy and he is us.”

Some researchers have likened the problem of making users less vulnerable to disinformation to inoculating a population against disease, suggesting that disinformation can infect a population similar to a virus. Media literacy campaigns can be an effective means of inoculating users against the disease of disinformation. The U.S.-based National Association for Media Literacy Education defines media literacy as “the ability to access, analyze, evaluate, create, and act using all forms of communication…Media literacy empowers people to be critical thinkers, effective communicators, and active citizens.”

There are indications that the American public sense the need to become more media literate. Studies indicate that news consumers had difficulty distinguishing between real news and disinformation during the 2016 U.S. presidential election. These consumers thought accuracy, impartiality, and transparency were the most important factors in trusting news sources, and they want news organizations to do a more thorough job of vetting information on their websites and to provide more ready access to fact-checking resources.

RESPONSE FRAMEWORK

Mitigating the threat posed by sophisticated disinformation threat actors requires a whole-of-society response. Our recommendations revolve around three themes: hit the actor, hit the technology, and build public resilience. Fundamental to these themes is a culture of shared responsibility and a framework to share threat information across stakeholders in a way that protects the privacy of social media users.

Hit the Actor

Government Stakeholders:

- Move aggressively to collect information regarding the order of battle, objectives, tactics, techniques, and procedures of disinformation threat actors;
- Hold those actors accountable through a comprehensive approach involving diplomatic pressure, adversary engagement, criminal indictments, and daylighting their malign activities;
- Develop a prioritized list of events disinformation threat actors are likely to target (elections, political events, military exercises, census, etc.) and convene “war rooms” to bring together appropriate public and private sector stakeholders to combat disinformation in real time.

---

76 Thomas Fingar (Shorenstein APARC Fellow in the Freeman Spogli Institute for International Studies, Stanford University), quoting the Pogo comic strip from 1971 in discussion with the authors, June 28, 2019.
Social Media Platforms:
- Improve disinformation discovery tools and promptly take down the threat actor’s infrastructure upon discovery;
- Share relevant signatures of disinformation campaigns with other platforms;
- De-emphasize content promulgated by overt authoritarian state-sponsored organizations. Further prohibit political advertisement by such organizations.

Academia and Civil Society Researchers: Continue investigating active disinformation campaigns across the information environment and analyze past campaigns to better understand the threat actors, their motives, and their techniques.

Hit the Technology

Government Stakeholders: Continue funding research for the development of technical tools to identify disinformation campaign signatures across platforms, including coordinated inauthentic behavior (e.g., creation of false personas, creation of fraudulent groups and websites, deployment of bots and trolls, and other suspicious account activity) and associated inauthentic content (e.g., fake or manipulated video, audio, images, text, and documents).

Industry and Academia: Design, build, and sell technical tools to identify and analyze disinformation campaigns across platforms.

Social Media Platforms: Employ technical tools to rapidly identify and analyze disinformation campaigns.

Build Resilience

Educational Institutions: Educational programs, from primary through graduate level, should integrate media literacy into their curricula. Increased media literacy across society would build resilience in the face of disinformation attacks, hardening the nation’s defenses against both foreign and domestic disinformation actors. Media literacy and mature information consumption could be framed as a patriotic choice in defense of democracy.

Advocacy Groups: Advocacy and special interest groups (AARP, NAACP, Veterans of Foreign Wars, etc.) should promulgate media literacy information through their information distribution channels in a format tailored to their membership (e.g., The War on Pineapple).

Government Stakeholders:
- Transparency – Legislation should emphasize the importance of content transparency and authenticity. Follow through on Honest Ads Act proposed in the U.S. Senate, which currently has bipartisan support. The act would amend the 1971 definition of “electioneering communication” to include internet-based political advertising, making internet-based ads subject to the same disclosure requirements as television, radio, and print media.
- Literacy – Fund research investigating the impact of disinformation campaigns across demographics and effective methods for providing media literacy education to those demographics.

---

Academia and Civil Society Researchers:
- **Transparency** – Continue investigating the methods and technical means to provide transparency to the source of online content, such as a “nutrition label” for content providers (i.e. the Trust Project).  
- **Literacy** – Conduct media literacy research to identify trends in susceptibility to disinformation across demographics, the negative impact of disinformation campaigns, and approaches to providing media literacy education to susceptible populations.

Social Media Platforms:
- **Transparency** – Provide transparency regarding the geographic location of organizational page owners, history of name changes for the page, and apply “nutrition label” type information for organizational content providers.
- **Literacy** – Make readily available for users information about the platform’s policies on disinformation and provide educational material about the judicious consumption of information online.

News Media Organizations:
- **Transparency** – Provide transparency regarding the source, author, and/or producer of news content, including their expertise, funding, conflicts of interest, and agenda. This information should be embedded with content and easily discoverable by consumers. News media organizations should strive to meet journalism standards of trustworthiness, such as citing sources, correcting mistakes, and avoiding conflicts of interest and political bias. Apply a news content “nutrition label” or Trust Mark so consumers are aware of any explicit bias.

Information Sharing

An information sharing and analysis organization should be established with members from social media companies, research institutions, and news media organizations with the following objectives:

1. Establish a repository of social media data accessible to vetted researchers. Data stored and shared in a way that ensures user privacy (a trusted third party may act as gatekeeper);
2. Provide a framework for cross-platform analysis of disinformation campaigns to better understand threat actors, their tactics, and the impact of their activities;
3. Promote the advancement of methodologies, technical tools, and strategies for detecting disinformation, neutralizing threat actors, and reducing the negative impact of disinformation;
4. Facilitate information exchange between the federal government (appoint government lead responsible for disinformation issues) and social media companies;
5. Provide a process for sharing real-time threat information in a way that ensures user privacy.

---

CONCLUSION

Since the events of the 2016 U.S. presidential election, the phenomenon of disinformation campaigns has received a great deal of attention, not just in the news media, but from government, academic, and commercial platforms determined to identify and understand it. While research efforts are plentiful, there is still much to learn about these campaigns and how best to defend against them. While it is not appropriate to dictate what media content Americans consume, we can, as researchers, suggest that opportunities for collaboration across interested sectors should continue to expand and to encourage public education to build resilience.

In a media environment where mere popularity, attention, and trending imbue truth and legitimacy, the internet can become a turbo-charged rumor mill with no editorial board. Disinformation can generate a lot of activity in a very short period of time, but whether this disinformation amounts to little more than noise in the system or represents a genuine threat is often not readily apparent. This paper emphasizes the importance of understanding targeted disinformation campaigns in the interest of hardening public defense against them. This includes understanding the threat actors who propagate these campaigns, how users are prone to them in a complex information environment and gaining the ability to identify these campaigns through their tell-tale signs.

Combatting disinformation campaigns by curtailing the free exchange of ideas could lead to a pyrrhic victory. Limits on free speech would further the objectives of threat actors seeking to weaken our democratic values. We must instead focus on building resilience, hitting the actor, and undermining their technical advantage. As these efforts mature, stakeholders can identify and counter campaigns “left of amplify,” thus neutralizing the threat to democratic society and maintaining the integrity of our information environment.

Appendix: Disinformation Kill Chain
**Propaganda** has a political connotation and is often connected to information produced by governments (the lines between advertising, publicity, and propaganda are often unclear).

**Disinformation** is manufactured information that is deliberately created or disseminated with the intent to cause harm.

**Misinformation** is false information shared without the intent to mislead.

**Malinformation** is genuine information, typically private or revealing, that may be distributed in a campaign to cause harm to a person’s reputation to further the campaign’s objective.

**Inauthentic Information** is *not* transparent in its origins and affiliation. The source of the information tries to mask its origin and identity.

**Authentic Information** is transparent in its origins and affiliation. The source of the information is unhidden.

*Sources:*
