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Scope

This paper was produced by the Combatting Targeted Disinformation Campaigns team under the auspices of the Public-Private Analytic Exchange Program – an initiative of the Office of Director of National Intelligence and managed by the Department of Homeland Security. The paper was based on open-source research and interviews with subject matter experts. All judgments and assessments are based solely on unclassified sources, are the product of joint private sector and U.S. government efforts, and do not necessarily represent the judgments and assessments of the employers of the Team members.

Offensive and defensive cyber operations conducted by the U.S. government against foreign threat actors are beyond the scope of this paper.
Executive Summary

Recent events have demonstrated that targeted disinformation campaigns can have consequences that impact the lives and safety of information consumers. On social media platforms and in messaging apps, disinformation spread like a virus, infecting information consumers with contempt for democratic norms and intolerance of the views and actions of others. These events have highlighted the deep political and social divisions within the United States. Disinformation helped to ignite long-simmering anger, frustration, and resentment, resulting, at times, in acts of violence and other unlawful behavior.

All information consumers are vulnerable to being deceived by imposters, charlatans, hucksters, con men, and self-proclaimed experts. But ideological rigidity and intolerance of opposing views make information consumers especially vulnerable to such deception. In polarized environments, threat actors find ample opportunity to spread disinformation. Their voices are amplified by disgruntled audiences willing and sometimes eager to spread messages of discord.

In 2019, the Combatting Targeted Disinformation Campaigns team submitted the first of a two-part report on targeted disinformation campaigns. In the first report, we provided

---

a broad overview of targeted disinformation campaigns, described how disinformation enters the information ecosystem, how threat actors exploit modern technology, and how information consumers wittingly or unwittingly contribute to the spread of disinformation. We then suggested ways to counter these campaigns. We concluded that, to combat these campaigns, a comprehensive solution involving many sectors of society and lines of efforts was required.

In our second paper, we expand on two themes explored in the first paper: 1) how to stem the supply of disinformation; and 2) how to reduce the demand for disinformation. In this paper, we recommend approaches that impact both supply and demand. None of these approaches are new; nor are they decisive by themselves. When combined and implemented consistently, the sum is greater than the parts.

Disinformation should not be viewed as a problem to be solved, but as a condition to be treated. There is no cure. However, preventative and alleviatory measures can be taken.
# Recommendations

## Source attribution
- Identification of sources of disinformation, when feasible. We believe that threat actors should not be permitted to hide behind the veil of anonymity and identifying them by name gives information consumers important information as they evaluate the truthfulness of the information.

## Exposure of imposters
- Exposure of imposters who use false persona and fake credentials to dupe information consumers online. If possible, we believe that uncovering imposters should be done without revealing personally identifiable information about the person.

## User control over content
- Greater control by information consumers over the sources of information that appear in their content feeds on social media platforms. We believe that giving information consumers greater control may help to limit the creation of echo chambers.

## Fact checking
- Access to content alerts which identify information that is factually incorrect, fraudulent, misleading, or satirical. We believe that such alerts should be politically neutral and based on clear definitions of the categories used.

## Psychology of disinformation
- Making information consumers aware of how they process online information and how their online activities facilitate disinformation campaigns will help them make better decisions regarding this information.

## Media literacy
- Information consumers who understand how to evaluate the impact of social media and other modern forms of communication on their ability to assess the trustworthiness of information will be more resilient to disinformation.
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1. Disinformation Campaigns Are National Security Threats

Disinformation campaigns are threats to national security because they have a corrosive impact on democratic institutions and civil society in the United States. A healthy democracy depends on well-informed citizens, the competition of ideas, and the willingness to compromise. Disinformation campaigns undermine all three.

Disinformation campaigns have contributed measurably to divisions within U.S. society. Threat actors take advantage of these divisions and harness the power of social media platforms to spread disinformation to large audiences. At times, these disinformation campaigns influence the real-world behavior of information consumers. For example, disinformation about the 2020 presidential elections impacted the lead-up to the events of January 6, 2021 in Washington, D.C. Furthermore, disinformation about the COVID-19 vaccination program has undermined efforts to curb the virus and its variants. Disinformation also weakens international alliances and undermines U.S. attempts to project soft power abroad.
perhaps because the disinformation crisis has descended upon us so suddenly, and because it reinforces our increasing political polarization, we’ve tended to regard it as inevitable and unavoidable—a fact of digital life. But we do have options, and if we come together to exercise them, we could make a meaningful difference.

Glenn Gerstell, former NSA General Counsel

The launch of Sputnik I in 1957 sent shockwaves through the U.S. government. Fearing that the Soviet Union was surpassing the United States in technological and military prowess, the U.S. government responded by investing heavily in human capital and the development of technology. Experts identified weaknesses in educational institutions from primary to graduate levels, insufficient investment in basic and applied research, and governmental bureaucracies ill-adapted to guide the changes deemed necessary to respond to the threat. Major sectors of society contributed to a whole-of-society response to the perceived threat. A similar response is needed today for disinformation campaigns. However, the divisions in our society hinder such a coordinated response.
In Finland, information literacy forms part of the national curriculum for primary and secondary schools. In math courses, instructors show students how statistics can be manipulated for the purposes of misleading others. In art classes, students learn how images can be altered to change their meaning. In language classes, students are exposed to different ways words can be used to mislead. And finally, students learn in history classes about past propaganda campaigns.

In Malaysia, the Communication and Multimedia Ministry launched an information verification portal called "sebenarnya.my." The public can use this portal to request that the Ministry verify information found online.

Germany introduced the “Act to Improve Enforcement of the Law in Social Networks” in 2017. This bill requires social media companies with over two million users in Germany to enforce 21 statutes in the German criminal code related to hate speech on their platforms. Platforms must review and delete unlawful content within 24 hours of receiving a complaint or be fined up to 50 million EUR.

Efforts of other countries: Finland; Malaysia; Germany

---

2. Reducing the Supply of Disinformation

Methods exist which can help slow, but not eliminate, the supply of disinformation. The challenge is breathtaking. The global information ecosystem enables the creation and distribution of information on an enormous scale.

<table>
<thead>
<tr>
<th></th>
<th>Emails</th>
<th>Tweets</th>
<th>Videos</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In 2020, 306.4 billion emails were sent and received per day worldwide.</td>
<td>350,000 tweets are added per minute on Twitter.</td>
<td>720,000 hours (30,000 days) of video are uploaded on YouTube every day.</td>
</tr>
</tbody>
</table>

The global dissemination of information: Emails; Tweets; YouTube.

In this section, we conclude that technological and non-technological solutions exist that can reduce the likelihood that disinformation will course through the information ecosystem and negatively impact the target audience. These methods include source attribution, fact-checking, and greater user control over algorithms used by social media platforms.

---

DISINFORMATION KILL CHAIN

Threat Actor

RECON
“Find the cracks”
- Analyze Target Audience
- Analyze Info Environment
- Design Execution Plan

BUILD
“Weaponize”
- Computing Infrastructure
- Prepare Environment
- Activate Personas

SEED
“Launch Campaign”
- Design Content
- Select Initial Drop Points
- Deliver Content

COPY
“Fertilize”
- Article About Original Post
- Share or Retweet
- Duplicate Via Other Account

AMPLIFY
“Watch it grow”
- Inauthentic Accounts
- Useless Idiots
- Authentic Voices

CONTROL
“Manipulate”
- Incite Conflict
- Manufacture Consensus
- Deny Involvement

EFFECT
“Harvest”
- Actions on Objective
- Desired Target Behavior
- There is No "Truth"

Note: A disinformation threat actor may skip steps in the kill chain process. However, doing so can reduce the effectiveness of the campaign and erode protections aimed at obfuscating the identity and objectives of the actor.

Information Types

Propaganda has a political connotation and is often connected to information produced by governments (the lines between advertising, publicity, and propaganda are often unclear).

Disinformation is manufactured information that is deliberately created or disseminated with the intent to cause harm.

Misinformation is false information shared without the intent to mislead.

Malinformation is genuine information, typically private or revealing, that may be distributed in a campaign to cause harm to a person’s reputation to further the campaign’s objective.

Inauthentic Information is not transparent in its origins and affiliation. The source of the information tries to mask its origin and identity.

Authentic Information is transparent in its origins and affiliation. The source of the information is unhidden.

Source: Adam Cambridge at The MITRE Corporation

Figure 5 Source: The MITRE Corporation.
2.1. Source Attribution and Anonymity

Providing information about the threat actors responsible for disinformation campaigns can help slow the spread of disinformation since the source of information influences how information consumers evaluate the truthfulness of the information and the decision to later share the information. This method is called source attribution. Source attribution can be conducted in a manner that safeguards the constitutional and statutory rights of U.S. citizens to privacy and the freedom of speech.

In the United States, anonymity has long been considered a necessary component of the freedom of speech. However, anonymity on the Internet is a mixed bag. It not only promotes the discussion of sensitive topics, but also facilitates uncivil behavior and the spread of disinformation. In the next two sections, we consider source attribution of both foreign and domestic threat actors.

2.1.1. Identifying Foreign Actors

“Naming and shaming” is an approach to countering disinformation in which threat actors behind disinformation campaigns are publicly identified. When threat actors use fake personas to deceive, information consumers may decide to disregard the threat actor and the disinformation associated with that threat actor when the deception is uncovered. Once a threat actor is publicly identified, they will be shamed into altering course.
Private companies have publicly attributed malicious cyber incidents to foreign state actors. The benefits of doing so are usually short-lived since the threat actor will likely change tactics in response. These companies have stated several reasons for engaging in this activity, including supporting internal government discussions by allowing employees not possessing the appropriate security clearances to view information that would likely be classified if provided by the federal government, providing corroborating information for other information gathered by the federal government, and underscoring to the public the reach of the cyber incident.

One method of disseminating this information is through source alerts. Researchers at Harvard University tested whether source alerts help to reduce the likelihood that

---


9 Ibid., 17-20.
information consumers will believe or share political messages. Limiting the study to foreign sources of information and two social media platforms (Twitter and Facebook), the researchers explored whether general (“foreign government”) and specific (“Russian government”) source alerts did have such an effect. In assessing how the participants in the study viewed the truthfulness of the information, the researchers found that the effects were more significant for specific source alerts than for general ones. Exposure to specific source alerts reduced the probability that the participants would find the disinformation truthful. General and specific source alerts reduced the tendency to “like” or share the disinformation on Twitter only.

FireEye, CrowdStrike, Dell SecureWorks, and Cisco Talos have publicly identified foreign threat actors. In recent years, both Facebook and Twitter have increased the use of specific source alerts and have tied disinformation campaigns to foreign actors such as the Iran Broadcasting Company and the Royal Thai Military.

There are risks associated with source attribution. Such source attribution invites blowback from these threat actors and may undermine ongoing federal law enforcement, intelligence, and diplomatic efforts.

The evidence that such naming “shames” foreign actors into modifying their behavior is thin. However, identifying specific foreign threat actors behind disinformation campaigns gives information consumers the opportunity to evaluate the information with this source attribution in mind and therefore we recommend such attribution when circumstances allow.

**Recommendation 1: Identify Foreign Sources of Disinformation**

### 2.1.2. Identifying Domestic Actors

Since the 2016 U.S. presidential election and the emergence of the COVID-19 pandemic, the focus on disinformation campaigns has shifted from foreign

---

threat actors to domestic ones.\textsuperscript{14} On balance, disinformation campaigns originating from domestic actors are more enduring and damaging than those originating from foreign actors.\textsuperscript{15} But, when domestic actors are involved, even if co-opted by foreign actors, the factors that bear on the decision to identify domestic actors differ in important ways from those that apply to foreign actors.

Both private and public entities have legal obligations to protect information they collect about information consumers. This obligation depends on the type of information collected and how it was collected. Private entities generally have no legal obligation to protect information about information consumers with whom they have no fiduciary relationship, provided the information was gathered through licit means. Therefore, these private entities are free to publish this information when it suits their purpose. For example, in a report published in March 2021, the Center for Countering Digital Hate named twelve information consumers responsible for 73\% of anti-COVID-19 vaccine content online.\textsuperscript{16}


The report included the name, photo, and screenshots of posts on Facebook and Twitter of each individual. The New York Times later published a more detailed article on the person listed in the report as the greatest offender.\(^{17}\)

Whether the identification of domestic threat actors by private entities helps to stem the spread of disinformation is unclear. While naming and shaming may be superficially appealing as a method of exacting a price from those who peddle in disinformation, such naming and shaming might make matters worse by provoking a fierce backlash from those sympathetic to the views of the information consumers identified. In the end, this further entrenches both sides in their respective ideological positions.\(^{18}\) Since polarization is a primary reason for the success of disinformation campaigns, attempting to counter these campaigns with methods which may generate even more polarization seems questionable. Also, revealing the identities of domestic threat actors and other personally identifiable information can render these information consumers vulnerable to harassment or more egregious forms of retaliation.\(^{19}\) We do not condone harassment and vigilantism as means of responding to domestic threat actors.

Absent suspicion of criminal activity or a legitimate government purpose pursuant to clear legal authority, government monitoring of the opinions and activities of U.S. persons is problematic. Although federal and state law penalize false statements in judicial proceedings and official documents and information consumers may be liable for words


\(^{18}\) Ibid.

that incite violence, defraud, or defame, disinformation, much less misinformation, is not illegal in most cases.

### 2.1.3. Uncovering Imposters

An alternative to naming specific domestic threat actors is to alert information consumers to those threat actors who assume fake personas or claim to have credentials which they do not have. The status of the threat actor plays an important role in influencing the perceived trustworthiness of that threat actor.\(^{20}\) Someone who claims to be an epidemiologist will likely be viewed as more reliable on the topic of coronaviruses than a person who claims to be a bus driver.

Information consumers who assume fake personas or claim fake credentials to deceive others for illegitimate purposes have no moral or legal standing for protection for their fraud, which is a form of disinformation. Revealing that credentials are fake can be accomplished without identifying the threat actor by name or by other information which can be tied to a specific person.

Threat actors who spread disinformation often seem to act with impunity, facing few negative consequences for the harm that they cause. In some circles, their disinformation may enhance their status and generate lucrative opportunities for them due to the attention that they draw. Legal actions against threat actors are available, but limited in number, and invariably costly and time-consuming. In a deeply divided society, shunning and ostracism no longer have the practical import they may have had in earlier generations. The lack of perceived consequences encourages threat actors to continue their activities. We acknowledge the challenges in today’s environment and believe that punitive measures are less effective than measures which provide information about the threat actors upon which information consumers can make better informed decisions.

**Recommendation 2: Uncover Imposters**
2.2. Social Media Algorithms & Fact-Checking

Challenging disinformation by fact-checking the information and making the results of this fact-checking publicly available is an important method of combatting disinformation campaigns. Disinformation which spreads unchecked through the information ecosystem will ultimately end up in the content feeds of social media platforms. Algorithms determine much of the content which ends up in these feeds. By allowing information consumers more control over these algorithms and the sources which these algorithms utilize, information consumers may have a greater ability to exclude known sources of disinformation.

Figure 10 Misinformation, (obtained from Agility PR Solutions).

2.2.1. Social Media Algorithms

Social media companies use algorithms to sort, index, prioritize, and sometimes suppress the content generated by users of their platforms. These companies can manipulate these algorithms to enhance the profitability of their platforms by attempting to keep users engaged on their platforms as much as possible through attention-grabbing features such as likes, comments, streaks, and recommended posts and people to follow. User activities are recorded, quantified, and used to tailor the user’s experience while on the social media platform. On the one hand, algorithms simply give
the user more of what the user’s activity on the platform seems to indicate the user wants. On the other hand, these same algorithms potentially create polarizing echo chambers by excluding contrary views.

In April 2021, the United States House of Representatives Subcommittee on Privacy, Technology, and the Law, a subcommittee of the Committee on the Judiciary, met to discuss the impact of algorithms. Several panelists warned of the dangers of algorithms and broadly echoed the sentiments of others who claim that algorithms affect how we see the world, erode our ability to freely make choices, inherently create polarization, and create dangerous feedback loops. The panelists offered solutions ranging from robust federal oversight to a new digital infrastructure which avoids the many problems created by social media platforms in their current forms.

Algorithms influence decision-making in many sectors of society from determining insurance rates to assessing the volatility of stock prices on Wall Street. Algorithms require data to function, which comes in the form of user input on social media platforms.

---


Input into algorithms helps to determine the output of these algorithms. Social media platforms ultimately determine what content the algorithms feed into the content streams of users. By providing control of the data that the algorithm uses, platforms may help to ensure users have control over their individual experiences on the platform. Regular reminders to review the information that the algorithms use and make adjustments, if necessary, can help keep users engaged in the process of determining the content that shows up in their content feeds.

**Recommendation 3: Grant Users More Control over Content Feeds**

### 2.2.2. Fact-checking

In general, publishers of information have an ethical, legal, and fiduciary responsibility to ensure that they publish information that is accurate. When mistakes are uncovered, publishers can retract articles and posts, send amended versions, and publicly announce the course of action taken to remedy the situation. Notable exceptions are media sites whose content is for satirical purposes or entertainment shows that generate fake news for comic effect. Social media companies are not publishers in the traditional sense of the word. These companies provide platforms where users of these platforms can add content. The user-driven content on these
platforms does not imply that the social media companies endorse the content. While these companies usually grant users the ability to moderate content on the pages and groups formed by the users themselves, content is not first subject to pre-approval by the social media companies prior to posting.

Social media companies arguably play an outsized role in providing access to news and providing a means to share news and other types of information. The power to determine what content is permissible on a social media platform and what is not is a power that social media companies should exercise with great discretion. These determinations should be made based on impartial and easily understood guidelines. Alerting users to the accuracy of information appearing in content feeds plays a useful role in encouraging users to make informed decisions.

Social media platforms, third-party entities, and users themselves can play a role in fact-checking information. If information is determined to be false, the information can be labeled as such, deleted, or supplemented by facts. To minimize the politicization of the process of removing or correcting disinformation, clear distinctions should be drawn between fact-checking, content moderation, and what constitutes improper censorship.

The goal of fact-checking is not to promote or suppress points of view, but to make sure that the information presented can be supported by verifiable information. We urge all fact-checkers to adhere to the principles identified below:

Figure 12 Reuters.
A Commitment To:

1. Non-partisanship and Fairness
2. Standards and Transparency of Sources
3. Transparency of Funding & Organization
4. Standards and Transparency of Methodology

Figure 13 International Fact Checking Code of Principles, IFCN.
Figure 14 The Fact Checking Process, (obtained from PesaCheck).
There are different methods of notifying readers that information has been fact-checked, but found to be unverifiable or false.

Researchers have found that the timing of fact-checks provided to readers makes a difference. In one study, participants were exposed to 18 true headlines and 18 false headlines with true and false tags before (prebunking), during (labeling), and after (debunking) reading the headlines. The participants rated the accuracy of each headline. A week later, the participants were asked again to rate the accuracy of each headline. In comparison to prebunking and labeling, debunking had the greatest impact on their ability to discern the truthfulness of the headlines.

More research needs to be conducted into the efficacy of one method versus another, particularly on a longer time scale. However, having accurate information does not necessarily lead to a change in belief. Some researchers maintain that the effect is
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weak. Overall, the impact of fact-checking alone is limited. The ability to spread disinformation far outpaces the ability to fact-check. Therefore, fact checkers need to prioritize where they can best employ their resources. We conclude that challenging misinformation and disinformation online is preferable to allowing both to flow unchecked.

**Recommendation 4: Increase Fact-Checking Efforts**

3. The Demand for Disinformation

Disinformation campaigns wreak havoc because information consumers consume the disinformation, share it with others, and act upon it. For a variety of psychological and social reasons, information consumers are tempted to believe disinformation without weighing whether the disinformation is supported by evidence or sound reasoning.

Understanding the influence of cognitive biases and why information consumers make different choices about what to believe and share

---


with others can help make them more resilient to threat actors who exploit the way
information consumers think and interact with one another.

Threat actors are not alone in attempting to use the lessons of cognitive science and
group psychology to their advantage. Governments, religious authorities, and
retail advertisers have long taken advantage of psychological and social
characteristics of information consumers
to induce conformity, sell products, discourage harmful health habits, and otherwise steer
thinking and behavior in a desired direction. Information consumers use reverse
psychology or play on known weaknesses of others to achieve certain aims. Information
consumers are not always aware of these efforts to manipulate them.

The information ecosystem has a profound impact on how we view the
world. An information ecosystem contaminated by disinformation can
influence people to think, feel, and behave in ways not informed by
evidence, but by the duplicity of
determined threat actors.

In this section, we conclude that information consumers can become more resilient to
disinformation online by understanding how their brains process information, improving
their ability to think critically, and becoming aware of how their online activity can facilitate the spread of disinformation.

### 3.1. Cognitive Bias

The mechanisms by which human brains process information make information consumers vulnerable to disinformation. For the human brain to process the enormous amounts of sensory input it receives; the brain has evolved mental shortcuts or “cognitive biases”. However, these cognitive biases can undermine the ability to identify relevant facts, weigh the relevance of these facts, and form coherent courses of action based on these facts. Confirmation bias, belief bias, and the bandwagon effect are cognitive biases that are particularly relevant to understanding disinformation campaigns.

**Confirmation bias**

Information consumers who rely primarily on sources of information that conform to their ideological preferences are particularly vulnerable to disinformation. The design of online search engines, social media platforms, and smartphone applications, plus the availability of cable news programming catering to specific audiences, make it easy to screen information consumers from viewpoints that conflict with their ideological preferences.30

---

Belief bias

Information consumers tend to favor data and arguments which support their predetermined conclusions and view more harshly data and arguments which do not. While researching the spread of disinformation prior to the 2016 presidential election, researchers determined that whether a news item was accepted as true or rejected as false by information consumers strongly depended on how much it conformed to their belief system.\(^{31}\)

Bandwagon effect

Information consumers tend to adopt the beliefs that other people in their political and social networks have. Research has shown that exposure to pre-election polls increases the likelihood that voters will side with majority opinions.\(^{32}\)

Cognitive biases facilitate analytical errors, lapses in judgment, faulty conclusions, hasty generalizations, and other defects in sound reasoning. Since cognitive biases are features of the human brain, learning how to minimize their impact by developing critical things skills is essential to building resilience to disinformation.\(^{33}\)

---


When it comes to assessing risk, humans often fail to make rational decisions because our brains take mental shortcuts that prevent us from making the correct choice. Since the 1960s, behavioral scientists and psychologists have been researching these failings, and have identified and labelled dozens of them. Here are some that can cause havoc when it comes to assessing risks in business.

- **Anchoring Effect**: Relying too much on the initial piece of information offered when making decisions.
- **Availability Heuristic**: Overemphasizing the importance and frequency of events given the greater availability of information.
- **Bandwagon Effect**: Being more likely to choose something because it is chosen by others.
- **Belief Bias**: Being the strength of an argument on the likeliness or plausibility of the conclusion.
- **Blind Spot Bias**: Viewing oneself as less biased than others.
- **Clustering Illusion**: Eternally stereotyping the importance of small clusters or patterns in large data.
- **Confirmation Bias**: Focusing on information that only confirms existing preconceptions.
- **Courtesy Bias**: Going an opinion/conclusion that is received by more socially acceptable or reworking/creating effects/controversy.
- **Endowment Effect**: The tendency for people to accept more value than they really do because they already own it.
- **The First Test Seemed Okay, Do We Need To Look Any More?**
- **I Saw Something Very Similar To This On LinkedIn, We Need To Take It Seriously**
- **The Gambler's Fallacy**: Believing that future probabilities are biased by past events, even if in fact they are unchanged.
- **Hypothetical Discounting**: Overestimating a smaller, sooner payoff over a larger, later reward.
- **Illusion of Validity**: Overestimating our ability to make accurate predictions, especially when data appears to be a coherent story.
- **Ostrich Effect**: Avoiding negative financial information by presenting it as if it doesn’t exist.
- **Post-Purchase Rationalization**: Overestimating an advantage or positive attributes to an option one has chosen.
- **Reactive Devaluation**: Overestimating the present yet not change.
- **Status Quo Bias**: Preferring the current state of affairs over change.

**Raconteur**

*Figure 19 Cognitive Bias, Raconteur.*

**AEP 2021 - Combatting Targeted Disinformation Campaigns**
3.2. Emotional reactions to disinformation

Strong emotions influence the ability of information consumers to process information. Information that elicits strong emotions can overwhelm an individual’s ability to think rationally and make prudent decisions. Strong emotions fuel “outrage culture” and lend their force to the incessant volleys of mutual recriminations which are commonplace on social media platforms. Threat actors start disinformation campaigns not to inform, but to agitate, provoke, incite, and inflame. By doing so, they render their audiences more receptive to the disinformation they wish to promote.

The belief in the truthfulness of fake news is largely dependent on whether the information consumer relies primarily on reason or emotion to assess the information. The more the information consumer relies on emotion, the more likely the information consumer is to believe in the fake news. Additionally, information consumers are more likely to share information if that information provokes emotional reactions. Researchers determined that the ability to attract an information consumer’s attention is key to whether the information consumer will later share this information. Information that does not elicit strong emotions is less

---


likely to attract the attention of information consumers and therefore less likely to be shared.

The circumvention of thoughtful deliberation before acting, rather than the presence of strong emotions, is the key issue. Information consumers often make poor decisions in the heat of the moment, and when blinded by outrage or the desire for revenge. When information consumers encounter information online which elicits such reactions, these feelings should give the individual pause.

3.3. The Psychology Behind Sharing Information Online

Information consumers who share disinformation help sustain disinformation campaigns and contribute to the rapid spread of disinformation through the information ecosystem. Research suggests that relatively few people intentionally share disinformation on social media. Three main factors that drive the decision to share disinformation are consistency, consensus, and authority. First, the disinformation is consistent with the beliefs that the information consumers already possess. Second, the information consumer believes that most people in his or her social group believe the disinformation. Third, the information consumer believes that the disinformation derives from an authoritative source.

Other factors also play a role in the decision to share disinformation. Information consumers may share disinformation on social media platforms to demonstrate allegiance to a particular idea (similar to virtue signaling), to share novel information, or to draw attention to themselves to increase ‘likes’, ‘views’, or ‘followers’. Political partisanship motivates information consumers to share disinformation when this disinformation can be used to counter the arguments of political opponents.\(^3\)\(^8\)

Social media platforms have features that incentivize information consumers to share information. These features often have addictive qualities that make it difficult for information consumers to resist the temptation to share information, including disinformation, or to disengage from the platform entirely. Before sharing information online, we encourage information consumers to critically examine the information they wish to share and the motives they have for sharing it. Disinformation at rest is far less effective than disinformation in motion.

---

Recommendation 5: Teach Information Consumers about the cognitive and emotional impact of social media and online information

50% of Americans trust traditional media sources.

58% agreed with the following statement: Journalists and reporters are purposely trying to mislead people by saying things they know are false or gross exaggerations.

59% agreed with the following statement: Most news organizations are more concerned with supporting an ideology or political position than with informing the public.

Edelman Trust Barometer 2021.

4. Media Literacy and Critical Thinking Skills

Media literacy is the application of critical thinking skills to forms of information, whether print newspapers and magazines, along with their online counterparts, broadcasts on television and radio, online video or podcasts, and on social media platforms or messaging apps. Media literacy efforts typically involve training information consumers how to differentiate fact from opinion, how to assess sources of information, and how information can be manipulated to deceive the audience. Research suggests
that media literacy efforts can assist information consumers to distinguish real news from fake news.\textsuperscript{39}

Other approaches include helping information consumers understand the cognitive and mental health impact of using social media and other digital sources of information and helping them negotiate the many hazards found online.\textsuperscript{40} One researcher maintains that media literacy efforts should encompass not only traditional forms of media, but also the information that passes through their networks of online connections.\textsuperscript{41} Using this approach, information consumers can more clearly appreciate their own roles in the dissemination of disinformation. An article, video, podcast, or photograph shared, a retweet, a like, a comment, a post to a listserv, all may have more impact than an individual might foresee.

![Image](irex-media-literacy-training-manual.png)

\textit{Figure 22 IREX Media Literacy Training Manual.}


Educational institutions and non-governmental organizations provide resources on media literacy for use in formal and information educational settings, and self-paced learning. In 2019, the Digital Citizenship and Media Literacy Act was introduced in the U.S. Senate to assist with nationwide efforts, including the study of best practices in media literacy programs.42

Research indicates that many information consumers are not able to articulate the criteria by which they evaluate the trustworthiness of information and therefore are unable consistently to distinguish real news from fake news.43 The development of critical thinking skills can help information consumers recognize faulty reasoning, weakly-

![Critical Thinking Diagram](obtained-from-Tycoonstory).

---

supported arguments, and disinformation. Teaching critical thinking skills as a separate course, as well as incorporating the application of critical thinking in all courses, leads to better outcomes than not providing a course focused exclusively on the teaching of critical thinking skills.\textsuperscript{44} We encourage the development of critical thinking skills in both formal and informal educational settings.

\section*{Recommendation 6: Teach Media Literacy and Critical Thinking Skills}

We also suggest information consumers to utilize the SMART mnemonic and practices. Based on Aesop’s The Tortoise and the Hare, the SMART graphic on the next page illustrates the need to take time to reflect on information to verify its truthfulness before dissemination to others. Proceeding slowly, but prudently, before acting on information is preferable to proceeding rapidly, but carelessly. The tortoise bypasses the hurdles that impede the search for the facts. Meanwhile, the hare falls headlong into the traps set by those who promote disinformation.

Be a SMART Turtle
How to Spot Dis/Misinformation

**Source:** What is the assertion based on? Are the quotes taken out of context? Is there evidence to support the assertion?

**Medium:** Check the outlet or domain. Where is it hosted? Does the URL look strange?

**Author:** Is there an author? What are his/her qualifications or credentials?

**Reliability:** Look for biases. Does it seem to lean toward a particular point of view? Is it objective or subjective?

**Time:** How current is the information? Is it outdated?

---

*Content Created by:* Combatting Targeted Disinformation Campaigns Team 2021, DHS Public-Private Analytic Exchange Program
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*Figure 24 SMART Graphic | Source: Combatting Targeted Disinformation Campaigns Team 2021*
Conclusion

It is extremely improbable that disinformation campaigns will disappear in the foreseeable future. Despite the increasing effectiveness of countermeasures, threat actors will always find avenues to spread their disinformation and will adopt new tactics as new forms of technology emerge. Compared to many legitimate forms of persuasion and influence, disinformation campaigns are inexpensive and frequently have few downsides for the threat actor. Threat actors take ready advantage of software and communication platforms that they did not develop and benefit from political and social conditions that they did not create.

In this report, we concluded that disinformation campaigns are threats to national security because they undermine the well-being of our society. Though disinformation campaigns cannot be stopped fully, we believe that measures can be taken to impede these campaigns and reduce their impact. We believe that building the resilience of information consumers to disinformation will likely bear more fruit than focusing on technological solutions. To build such resilience, we believe that giving information consumers more tools with which they can verify the information they consume online, identify the threat actors behind disinformation campaigns, verify the claims of imposters hiding behind fake persona and credentials, and control their content feeds is essential.

The factors which make information consumers vulnerable to disinformation are rooted in human psychology, the divisions within our society, and the siloed nature of today’s information ecosystem. As illustrated in the Disinformation Kill Chain, one result of
disinformation campaigns is that information consumers end up believing that truth no longer exists. Such a result demonstrates that supply and demand form a positive feedback loop. When information consumers lose the ability to distinguish fact from fiction, and become uninterested in doing so, demand for disinformation grows, which drives the supply of disinformation.

The prevalence of disinformation campaigns in our society is emblematic of the polarization of our society. Such polarization hampers a united response and even the ability to come to a common understanding of what a fact is, and what disinformation or misinformation are. Individual information consumers can build up their immunity to disinformation. But our society, as a whole, will not be able to build up its resilience until the larger problems that recent events have exposed are dealt with first.
Be a SMART Turtle
How to Spot Dis/Misinformation

**Source:** What is the assertion based on? Are the quotes taken out of context? Is there evidence to support the assertion?

**Medium:** Check the outlet or domain. Where is it hosted? Does the URL look strange?

**Author:** Is there an author? What are his/her qualifications or credentials?

**Reliability:** Look for biases. Does it seem to lean toward a particular point of view? Is it objective or subjective?

**Time:** How current is the information? Is it outdated?
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### Information Types

- **Propaganda** has a political connotation and is often connected to information produced by governments (the lines between advertising, publicity, and propaganda are often unclear).
- **Disinformation** is manufactured information that is deliberately created or disseminated with the intent to cause harm.
- **Misinformation** is false information shared without the intent to mislead.
- **Malinformation** is genuine information, typically private or revealing, that may be distributed in a campaign to cause harm to a person’s reputation to further the campaign’s objective.
- **Inauthentic Information** is not transparent in its origins and affiliation. The source of the information tries to mask its origin and identity.
- **Anonymous Information** is transparent in its origins and affiliation. The source of the information is hidden.

**Sources:**

---

**Source:** The MITRE Corporation.